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Summary

Model-Based and Data-Driven Formal Synthesis for Power Systems

Ben Wooding

This thesis is motivated by the increased embedding of cyber components in-
side physical real-world systems where properties such as safety are para-

mount. Smart energy systems are one such example of cyber-physical systems (CPS).
In a world looking for net-zero emissions, uncertain renewable generation sources
are being relied on over traditional turbine generators. Additionally, plug-in elec-
tric vehicles (EVs) are becoming attractive options of reducing an individual’s car-
bon footprint at an increasingly affordable price point.

The systemwide delicate balance between power generation and consumption
is captured by the power network’s frequency. Frequency regulation, the control
mechanism to maintain safe operating limits, is a pressing area for research, with
serious instability causing potential load shedding, blackouts, or cascading fail-
ures. Supervisory Control and Data Acquisition, PID control and model-predictive
control are examples of some regulation techniques. At present, these techniques
do not provide guarantees for the system’s behaviour, e.g. satisfying grid code
standards, and they may require manual intervention in emergency scenarios.

A growing area in computer science is formal methods, with the goal of verify-
ing that system controlled by a software, satisfy a given formal specification. The
formal specification uses temporal logic to define complex logical properties the sys-
tem should satisfy. Examples of these properties include safety, reachability, or
reach-avoid. Formal controllers can be synthesised with guarantees on the satisfac-
tion of the specification. One of the main formal controller synthesis approaches is
based on the construction of simplified abstract models using state-space discret-
isation. This is an immensely powerful approach but it suffers from the curse of
dimensionality. As the number of state variables increases, the size of the abstract
model explodes exponentially, making computations intractable at higher dimen-
sions. Due to this, case studies and results in the formal methods community tend
to use simpler academic examples with low dimensions.

This thesis brings together the concepts from power systems, computer science,
and control engineering. The power system community benefits from the tan-
gible guarantees provided by formal control approaches, and the formal methods
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x Summary

community benefit from complex real-world case studies. In particular, this thesis
provides several novel contributions:

• This thesis proposes a formal controller synthesis approach for integrating
a population of EVs for centralised continuous-time frequency regulation of
power systems. This approach was the first application of formal methods to
the frequency regulation of smart grids. A novel symbolic controller using
abstraction-based schemes for the Great Britain power system is designed
and simulated under a large outage event. The symbolic controller satisfies a
specification with formal guarantees that the frequency returns to a specified
safe interval unlike the baseline controller taken from literature.

• Furthermore, this thesis studies formal synthesis of centralised controllers
for continuous-space systems with unknown dynamics to satisfy require-
ments expressed as linear temporal logic formulas over finite and infinite
horizons. As formal abstraction-based synthesis schemes rely on a pre-
cise mathematical model of the system to build a finite abstract model, the
abstraction-based schemes are not applicable when the dynamics of the sys-
tem are unknown. The approach casts the computation of the growth bound
of the system as a robust convex optimisation program (RCP). Since the un-
known dynamics appear in the optimisation, a scenario convex program
(SCP) is formulated corresponding to the RCP using a finite number of sampled
trajectories. The growth bound together with the sampled trajectories are
then used to construct the abstraction and synthesise a controller. The per-
formance of the approach is demonstrated on a reduced-order power system
model.

• Model reduction involves loss of information from the original system which
is not accounted for formally. Simulation functions are Lyapunov-like func-
tions that relate the output trajectories of two systems, with the mismatch
between the two systems remaining within some guaranteed error bounds.
This thesis approximates concrete systems with large perturbations by reduced-
order abstract models. It develops robust simulation functions (RSF) further
to consider the perturbation in the abstract system by designing an interface
function for the disturbance. Accordingly, this enables controllers designed
using the reduced-order form of the concrete system and reduces the com-
putational load required for formal synthesis. The efficacy of the approach
is demonstrated by synthesising a formal controller for a 9-state area of New
England 39-Bus Test System (NETS), using only a 3-state abstract system.

• Finally, this thesis presents an assume-guarantee approach to decentralised
compositional control of the 27-state NETS. Based on RSFs with disturbance
refinement alongside the composition of multiple subsystems, the approach
tackles the scalability problem associated with the curse of dimensionality,
particularly for synthesising controllers for high-dimensional systems. This
thesis proposes two control methods to provide guarantees for NETS: one
using the principle of interconnected synchronous machines and another
considering the power flows in the network between neighbouring subsys-
tems.



Summary xi

In summary, this thesis contributes to the scalability of formal approaches through
compositionality and robust simulation functions with disturbance refinement.
Both model-based and data-driven controllers are synthesised for real-world ex-
amples relating to the frequency regulation of smart grids.

This outcomes of this thesis point toward some interesting future directions. To
adapt to the evolving smart grid, fully distributed formal control techniques would
be of interest using multi-agent control schemes. Increased complexities of smart
grids would encourage further developments in data-driven control techniques
including the need for parallelised tool implementations. Robust simulation func-
tions provide an valuable support to quantify the error from model-order reduc-
tion techniques, these can be extended to find optimal interface functions which
provide guarantees on the maximal error between trajectories and upper bounds
on control inputs.
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1 CHAPTER

Introduction

This thesis discusses model-based and data-driven formal synthesis
of power systems. This chapter introduces the multidisciplinary

areas of interest including computer science, control engineering and
power systems engineering. Briefly mentioned are some of the areas un-
der investigation that will be covered in greater depth in the rest of this
thesis. An explanation on the organisation and the notation of this thesis
concludes the chapter.

1.1 Motivation

Nowadays it is common to hear something akin to: "We live in the digital age!".
Technology and computational devices have revolutionised the way we live our
lives. Now digital systems are embedded in a whole host of products; in wash-
ing machines, in homes, in cars, etc. The devices are of particular benefit to us
when they can do a task for us remotely or automatically. For example, one may
set the heating to turn on inside our home while we are travelling so it reaches a
nice temperature on our arrival. Similarly, we can let a controller in our house de-
tect the temperature and input some controls to maintain it within some pleasant
intervals.

Systems with the embedding of these discrete-time cyber components inside the
continuous-time physical world are known as cyber-physical systems (CPSs). CPSs
describe a wide range of system application domains including transportation,
medical devices, chemical plants, etc. For applications where safe operation is of
high-importance, these CPSs can be described as safety-critical. Power systems are
an application area of CPS which are safety critical as any failures in the power
network will have a significant impact such as blackouts causing loss of power to
hospitals and airports.

To mitigate the chances of failure events, controllers are designed in order to en-
force certain behaviours within the system. In the ideal scenario, a steady-state
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2 Introduction

behaviour should be maintained forever. When disturbance events occur, the sys-
tem transitions away from its steady state and a controller will try to return the
system back to its optimal operating conditions. In the literature, it is common
to see PID control and model-predictive control (MPC) strategies used to complete
these tasks. However, on their own these techniques do not provide confidence in
the performance of the controllers, or guarantees that the desired behaviour will
occur as expected either always or with high-probability.

Formal methods from computer science desire to verify that safety-critical applic-
ations behave as they are expected to and never cause failures. Formal specifica-
tions are written for the system which can then be validated by these approaches.
Extending this approach, formal controllers can be developed which use a model
of the system dynamics and a formal specification to design controllers which
guarantee satisfying the specification. This approach is very powerful but comes
at great cost with scalability being an issue. This scalability issue is more com-
monly known as the state-space explosion or the curse of dimensionality. As system
dimensions grow linearly, the state space grows exponentially.

In this thesis, I look to construct these formal controllers for the power system
particularly for primary frequency regulation. The power system frequency is a
representation of the balance between power generation from turbine generators
in the network and power consumption from loads in the demand-side of the
network. The frequency is a good metric for detecting disturbances in the system.

Traditional power system control would adjust the speeds of the generators in
order to keep the frequency within its normal range. However, with the electri-
fication of the power grids and the desire for net-zero emissions, the power grids
are moving away from turbine generation towards renewable generation. These
renewables are not as reliable as traditional turbine generation, e.g. the genera-
tion may be affected greatly by weather conditions. Additionally, as people move
away from fossil fuels in transportation, the demand-side of the power network
will increase with more electric vehicles (EVs) being connected to charge their bat-
teries.

To tackle these problems, a new ’smarter’ power grid concept is developed known
as a smart grid. Here, demand-side loads may be used in the control approach
alongside the control approaches from the generation side. What this looks like in
practice could be electrical loads such as EVs temporarily pausing their charging
to accommodate the necessity not to overload the power network. Additionally,
prosumers will arise which can both generate and consume energy from the smart
grid, e.g. active buildings. This thesis brings together novelties from the power
system community along with powerful techniques from the formal control com-
munity to make the research of this thesis incredibly exciting!

A deeper discussion of any required concepts will be provided in Chapters 2-4
which intend to give a background for each of these research areas.
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1.2 Research Goals and Original Contributions

The broad aim of this thesis is to combine the results of formal control techniques
from the communities of computer science and control engineering with the con-
trol techniques used in power systems. This thesis proposes symbolic control tech-
niques for smart grids with both model-based and data-driven approaches. Case
studies will be provided using EVs and energy storage systems (ESSs) in demand-
side primary frequency response control techniques. In the following, I summar-
ise the main contributions.

• Conversion of Great Britain (GB) power network specification from nat-
ural language to temporal logic specification. A detailed description of the
requirements on the behaviour of the GB power network from the literat-
ure will be provided. These will be encoded to linear temporal logic (LTL)
specifications, which can be verified using symbolic control methods.

• Designing formal controllers for power systems with large disturbances.
Mathematical guarantees on the correctness of controllers designed over
power systems with bounded large disturbances will be provided. This
provides confidence that the controller will always return to a target region
and never fall into any unsafe frequency ranges that may lead to contin-
gency events such as blackouts.

• Formal primary frequency response using distributed energy resources. A
demonstration of how formal control techniques may be applied to demand-
side response in the emerging smart grids is shown; as well as how demand-
side energy resources (DERs) can be used to provide a fast control response
that aids power system stability, particularly for primary frequency control.

• Abstraction-based controller design for unknown systems with finite num-
bers of data samples. Presented is a data-driven method to compute sym-
bolic models (a.k.a finite abstractions) for systems with unknown dynamics.
Robust convex programs are used to overapproximate reachable sets and
solve a scenario convex program to find a feasible solution with given con-
fidence. Provided also is a lower bound on the number of trajectories re-
quired to achieve a certain confidence on the correctness of the model and
the controller.

• Designing symbolic controllers using reduced-order models. Model-order
reduction techniques will be applied to power systems and a relation between
the concrete system and its (reduced order) abstract system proved. By re-
fining an approximate simulation function with an interface function for the
disturbance the simulation relation error between two systems can be re-
duced. The simulation relation error can then be used to reduce the regions
defined as safe states or target states, and increase the regions defined as
unsafe states; making the symbolic controller robust to the model-reduction
step of the controller design. This approach is shown for both linear systems
and a class of nonlinear systems.
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• Formal control of interconnected power systems. A formal design ap-
proach for symbolic controllers of interconnected power systems using assume-
guarantee contracts will be provided. In combination with the prior men-
tioned reduced-order model control approach - this enables complex large
interconnected power system models to be simplified to reduced-order sub-
systems controlled independently. Successful control of individual areas
produces confidence that the interconnected system will behave as expec-
ted.

• Challenging power system case studies. Throughout this thesis, challen-
ging non-trivial power system case studies are presented to demonstrate
the potential of the formal methods approaches. In particular, case studies
of the GB power network and the New England 39-Bus Test System (NETS)
are used for the design of formal controllers.

1.3 Overview of the Thesis

This thesis discusses the applications of symbolic control techniques to demand-
side primary frequency response of smart grids. The thesis is organised as follows:

• Chapter 2 introduces the concept of smart grids and why they require being
controlled and managed. Active buildings are used as a lens with which to
understand smart grids, particularly from the persepective of demand-side
response devices and the emerging concept of the energy prosumer.

• Chapter 3 introduces control theoretical techniques more generally. From
the classical technique of PID control, more modern techniques such as MPC,
and looking at future techniques such as multi-agent systems control. None
of these techniques by themselves provide formal guarantees on the beha-
viour of the system, but some properties can be found such as stability and
robustness.

• Chapter 4 introduces formal control techniques from the formal methods
community literature. This chapter discusses that systems can be related
formally with simulation relations to give symbolic models. It defines spe-
cifications that can be guaranteed by these symbolic models. It provides
relaxations on system relations with quantified error. Finally, it explains in-
terconnected system control using assume-guarantee contract formulation.

• Chapter 5 introduces the first intersection of formal control techniques for
power system control in this thesis. The symbolic control approach is ap-
plied to a model of the GB power system. Electric vehicles (EVs) and energy
storage systems (ESSs) are used for demand-side control to guarantee the fre-
quency never falls below its containment zone which may trigger blackout
events.
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• Chapter 6 introduces a method similar to the symbolic control approach of
Chapter 5, but using data. Known as the scenario approach, a robust convex
program (RCP) is converted to a scenario convex program (SCP) which needs a
finite number of samples to find a solution.

• Chapter 7 introduces robust simulation functions (RSF) with disturbance re-
finement. Here an original system model is reduced in dimension using
model-order reduction techniques to an abstract system, but with guaran-
tees on the simulation relation error that is introduced to the system by do-
ing this. The error can then be used in the specification of the abstract system
to guarantee a controller robust enough to be used on the full dimension sys-
tem. The case study presented uses a linear model of the system.

• Chapter 8 extends Chapter 7 to a class of nonlinear systems and also to in-
terconnected systems. Each subsystem of the interconnected system uses
the RSF with disturbance refinement approach to find a local controller. Us-
ing assume-guarantee contracts these local controllers can then be shown to
provide guarantees over the interconnected system.

• Chapter 9 summarises the results of this thesis and outlines directions for
future research.

1.4 Publications by the Author

Most of the materials appearing in this thesis have either been published or are
under submission to international conferences, journals or books. The works in
which I am the first author, I have written in the their entirety. Co-authors have
assisted by providing comments on how to improve the document, or assistance
with code. The words themselves are my own and so these documents are presen-
ted with sections directly taken from those texts. Adjustments have been made to
improve the flow of this thesis. The connections between the chapters and the
publications are as follows

• Chapter 2 is based on [210]. The cited work is an Elsevier published book
chapter and includes a case study combining stochastic formal control of
thermostatically controlled loads with ESSs which is beyond the scope of
this thesis.

• Chapter 3 is based on [208], which is an Elsevier published book chapter
and includes examples of control methods using PID, MPC and multi-agent
systems.

• Chapter 4 gives a summary of the widely known techniques established in
the formal control literature. The works [19, 25, 188] are of particular note
relating to this chapter.

• Chapter 5 is based on [209]. This work has been published as part of the
Smart Energy Systems and Technologies (SEST), 2020, conference proceedings,
and the ESS case study is from [210].
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• Chapter 6 is based on [86]. This work is under review in an international
journal. This was a joint work of which I contributed equally with Milad
Kazemi and Mahmoud Salamati. Significant amendments have been made
to the original text to present it in a way that aligns with the rest of the thesis,
particularly regarding notation, style and flow.

• Chapter 7 is based on [207]. This work has been published as part of the
European Control Conference (ECC), 2023, conference proceedings.

• Chapter 8 is based on [206]. This work is under submission to an interna-
tional journal.

Other works completed or under submission which do not relate to the thesis
topic can be found in the List of Publications.

1.5 Notation

In general, notation will be explained as it appears or at the start of a chapter. The
reader can skip past the notation and refer back to it when it comes up. To begin,
provided is some notation that will remain consistent through the thesis.

Notation. I denote the set of natural, real, positive real, and non-negative real
numbers by N, R, R>0, and R≥0, respectively. The set of natural numbers includ-
ing zero is denoted by N≥0. I use superscript n > 0 with these sets to denote
the Cartesian product of n copies of these sets. The power set of a set A is de-
noted by 2A and includes all the subsets of A. The empty set is denoted by ∅. For
any x,y ∈ Rn with x = (x1, . . . ,xn) and y = (y1, . . . ,yn), and a relational symbol
▷ ∈ {≤, <,=, >,≥}, I write x▷y if xi▷yi for every i ∈ { 1, 2, . . . , n }. A matrixM ∈
Rn×n is said to be non-negative if all of its entries are non-negative. I use the oper-
ator |·| to denote the element-wise absolute value. Symbol In is the identity matrix
in Rn×n and a ≪ b represents a much less than b. I use f for system frequency
and therefore the most common functions are defined with g and h instead. A
function ϱ : R≥0 −→ R≥0 is a class-κ function if ϱ is continuous, strictly increasing
and ϱ(0) = 0. All derivatives are taken with respect to time, additionally, notation
often omits time for simplicity (e.g., x(t) → x). Given functions gi : Xi → Y i, for
any i ∈ {1, . . . , N}, their Cartesian product ΠNi=1g

i : ΠNi=1X
i → ΠNi=1Y

i is defined
as (ΠNi=1g

i)(x1, . . . , xn) = [g1(x1); . . . ; gN (xN )]. I represent systems with Σ, where
superscripts are used to label subsystems (i.e., Σi) and subscripts to represent an
abstract system that could be a reduced-order model; i.e., original system (Σ1) and
its reduced-order abstract system (Σ2). A symbolic model (or finite-abstraction)
of Σ is denoted by Σ̂.



2 CHAPTER

Smart Grid: Control and
Management

Control and management of smart grids is a growing research area
that affects the global goals of net-zero emissions, increased renew-

able energy generation, and efficient energy management. Active buildings
are a building block of future smart grids and will be the lens used in this
chapter to get an insight into high-level smart grid control approaches.
The passive role of buildings as energy consumers is extended in the
smart grid paradigm. These active components now not only consume
energy but also provide energy services to the network or neighbouring
areas in times of need. Using active buildings as its lens, this chapter cov-
ers aggregation, frequency and voltage regulation as well as security con-
siderations. The discussions in this chapter are based on the work [210].

2.1 Introduction

The power network is becoming increasingly intermittent as the contribution from
renewable energy generation rises. To maintain stability and functionality of the
power network, storage of renewable energy and demand-side control techniques
are required. Smart grids provide the communication infrastructure to accomplish
this goal. Smart grid control originated from the idea that the demand-side of the
power grid can shift or shed load to reduce the strain on the network, while also
maintaining consumer satisfaction and other specialist requirements [157]. The
main benefit of a smart city, is to help its citizens by making city-related decisions.
A smart grid differs from a smart city since its communication network revolves
around optimising the power network, while a smart city also considers other
city-level features alongside energy provision. Both smart grids and smart cities
benefit from timely and relevant information transfer.

7
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To give a supporting example, consider the energy management system of a coun-
try. The power usage of each house in a city is measured regularly, and an aggreg-
ate model can be created to show the energy demands of different cities. The flow of
power to those cities is also calculated, and expected needs are considered. From
this data, an energy model is formed, and the power system can be controlled
so the needs of each city are met. The population of the city is usually propor-
tional to the city’s energy usage. Services such as hospitals, schools, factories and
universities, are also more frequent for higher population numbers. City centres
and industrial zones will use more resources than residential areas. Overall, a
control scheme needs to consider a complex multi-objective problem consisting
of these different features when being designed. One control could be the use
of higher prices in areas that use more energy, with the intent to bring their us-
age down [151]. These energy management concepts will be looked at in greater
depth in the following sections.

Buildings are seen traditionally as passive loads in the power system. Their users
consume electricity, gas and water and pay for these services via predefined tariffs.
The recent evolution in smart devices and the integration of distributed energy re-
sources (DERs), including storage systems, enables buildings to transition toward
a responsive player in energy systems. Such buildings are called Active Buildings.

The future of active buildings is complex. The buildings become smarter and are
coupled to complex DER components. The buildings can generate their own en-
ergy using photovoltaic panels (PVs) and store that energy in energy storage systems
(ESSs) for delayed consumption. An active building can charge a plug-in electric
vehicle (EV) it connects to and manage building temperature through thermo-
statically controlled loads (TCLs). Building management systems (BMS) are able to
control these DERs to optimise a building’s energy efficiency, even to become self-
sufficient away from the power grid.

As the demand-side of the power grid contains more DERs, it also becomes smarter.
The smart grid, is able to control its frequency and voltage using demand-side re-
sponse (DSR) services using these DERs. In this way active buildings are no longer
purely consumers of energy from the smart grid but also generating power that
can be injected back into the power network or sharing the energy with neigh-
bours. Hence, they become producer-consumers, or prosumers for short. The
next chapter of this thesis will discuss coordination structures and specific con-
trol methods using active buildings. In this chapter, a detailed discussion of how
active buildings can implement smart grid control schemes to provide services
is presented, including aggregation, multi-vector control, and cyber security con-
cerns. These services include frequency response and voltage support services.

2.2 Aggregate Models for a Population of Buildings

To manage energy production and consumption and to increase stability of the
network, aggregators and demand-side management (DSM) are suggested for DSR.
DSR is demand-side balancing of the generation and consumption of the power
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Figure 1: The aggregator is able to negotiate on behalf of the end-users it repres-
ents with the energy market and with other aggregators.

network. This is a smart grids most important function. It is vital that energy
resources are carefully managed and controlled.

Currently difficulties are present with the supply-demand balance. If the con-
sumption increases above a predicted peak value, then generation companies
have to increase their energy production, or if the user consumption of energy
is lower than predicted, then resources may be left unused. In both scenarios the
operator will experience unnecessary additional costs, and potentially wasted re-
sources [13].

Demand response can occur at a speed almost real-time, and can produce stabler
systems with significantly reduced generation costs. In residential sectors, operat-
ors take most of the demand response benefits for themselves. Each building in a
city or district level network has negligible negotiating power with the operators
in the energy market. On top of this, the number of homes in a residential area
contributes to scalability challenges and the operator is unlikely to manage negoti-
ations of this scale. This combination, minimal negotiating power combined with
high numbers of buildings, poses a challenge to demand response schemes [68].
A viable solution that has been developed is that of the aggregator.

The aggregator works as a middleman, between the operator and individual build-
ings in the residential region, see Fig. 1. The aggregator represents a group of
buildings of end-users. At the energy market, the aggregator negotiates on their
behalf. Since the aggregator represents a sizeable amount of demand, it is able
to negotiate more effectively with the operator. This occurs predominantly with
industrial buildings but is being transitioned into the residential sector as well.

The aggregator pays a fee to end-users to gain control over that building’s ap-
pliances. By controlling the appliances of the buildings, the aggregator is able to
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respond to peak-demand emergencies. It can turn appliances off which are us-
ing sizeable amounts of energy, such as air conditioning units. This reduces the
demand-side load and returns stability to the network.

By using an aggregator, individual buildings are also able to reduce their energy
costs. The aggregator is aware of the total demand profile of the buildings it rep-
resents, and pays them incentives to adjust their demand pattern. By scheduling
loads to lower cost time periods, the operator is also able to save money on energy
resources. The operator rewards the aggregator for its work in this service. By us-
ing this technique, both the aggregator and the end-users can have noteworthy
financial benefits, despite the dominant position of the utility operator.

Demand response also has applications for EV charging schemes [170]. The ag-
gregator can schedule when an EV charges, so as to reduce its load on the network.
From a high-level perspective, the aggregator allows for collections of power units
to be treated as a single large power unit. This is because the aggregator manages
the details of demand response within that group. By considering an aggregator, it
is possible to simplify and scale up many models which include smart buildings,
EVs, and other power units.

2.3 Frequency Control

Frequency instability is the inability of the power system to maintain a global fre-
quency value after a disturbance occurs, where the disturbance triggers rotor
speed changes in the generators. The frequency may rise or fall out of its given op-
erational range. Usually, instability is caused by an imbalance between the active
power generation and the loads present in the system. Poor coordination, poor
protective equipment, slow response times and lack of generation reserves are all
possible reasons why instability would occur after a disturbance [28].

One of the control techniques to face the load and generation imbalance is peak load
shifting. Over a 24 hour period, different hours of the day experience different load
values. For example, during the day the system load is highest because people
are awake and working. Large machines are also in operation which require large
sums of power. At night, the opposite would be the case, people are asleep and
machines are turned off. Load shifting attempts to move some of the demand
from peak hours to off-peak hours, such as EVs which could charge overnight
when their owners would be sleeping. By rescheduling the load away from peak
hours, the amount of active power generation required at peak times decreases,
providing multiple economic, environmental and efficiency benefits [44].

As the number of EVs connected to the electricity grid is expected to increase.
A large load will be present within the system. The work [211], uses residential
homes with EVs to reduce the expected power system load of higher EV penetra-
tions. A smart charging method is proposed which utilises aggregators to sched-
ule the EV charging times. The process is able to update, using a method similar
to model-predictive control (MPC), depending on user travel requirements and con-
ditions of the power system. By reducing annual peak loads, the algorithm is able
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to reduce the charging costs for the EV owners and also defer system upgrades
that would be required for the system with the increased load.

2.4 System Inertia

Another important consideration is the rate of change of frequency (RoCoF). RoCoF
is inversely proportional to the available inertia in the power system. When there
is low inertia, RoCoF is high which means that system is more volatile and large
disturbances could destabilise the system, causing load shedding [47]. Renewable
energy sources like PVs do not provide any inertia to the system [199]. This is un-
like the large synchronous generators which have kinetic energy stored in their
rotated mass that can be released. Therefore, with a global desire to decarbon-
ise the energy systems and accelerate the transition to renewable based energy
systems, RoCoF will increase unless managed.

One developing solution is virtual synchronous generators (VSGs), which provide
the grid with a variable virtual inertia. The VSGs consist of short-term storage
with an inverter and an efficient control mechanism. The VSG reproduces the
dynamic properties of real synchronous generators and keep the advantages they
provided which include adjusting active and reactive power [29].

Fixed speed wind turbines use an induction wind turbine to provide inertia re-
sponse for frequency deviations, although the inertia provided is small compared
to the inertia of a synchronous generator. For variable speed wind turbines, per-
manent magnet synchronous generators are used to provide power to the grid,
but these are decoupled and so do not provide any frequency response services
as well as not storing any reserve power. Techniques are developing that can re-
lease the kinetic energy stored in the rotating blades within 10 seconds to help
with frequency response, this is known as inertia emulation and uses a fast power
reserve [47].

For PVs, a deloading technique is used which increases the PV voltage beyond
the maximum power point (MPP) voltage and allows the PV to retain some reserve
power [215]. When the system frequency deviates, this reserve power can be re-
leased. However, all PVs will release the same value of power into the grid, and
those with less reserves will reach MPP faster and stop contributing to the fre-
quency response, this may cause a second frequency drop once the reserve power
is used up.

Another technique to support renewable sources for frequency response is ESS
devices, the ESS provides active power to try and prevent a second frequency
drop in the system, but also acts as a backup system to provide power if there are
any deficits. Coupling ESS with wind or solar can help alleviate the risks of high
RoCoF [47, 69]. The work [197], shows that for low inertia systems, that inertia
has little effect on the frequency probability distribution function for small dis-
turbances. So, virtual inertia is insufficient on its own to keep the frequency near
the nominal value. Instead, it was shown that the aggregate droop and deadband
are the only parameters that have a major influence over the average frequency
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deviations, which suggests that energy storage solutions are viable and valuable
for future smart grid frequency response services.

2.5 Coordinated Volt/Var Control

With the increase in renewable penetration in the transmission network, and in-
creased DERs in the distribution network, voltage control is facing significant chal-
lenges. On top of this the transmission network and the distribution network are
increasingly coupled, meaning both sides need to be coordinated effectively for
the voltage control of both networks. These challenges require a greater under-
standing of the problems faced and the development of advanced control tech-
niques.

Three main control techniques exist: restoring and maintaining the system within
a safe working region is known as corrective control, Coordinated control tracks a set
value and mitigates disturbances, and Preventative control tries to fix the system
before any instability occurs. Preventative control may use fast-response dynamic
reactive power (DRP) to facilitate this. Choosing the correct control scheme depends
on response times, control costs and control effectiveness [158].

2.5.1 Transmission Network

Voltage control on the transmission network has been successful for a long time,
however the power network is evolving to include more renewable resources.
High penetrations of wind or solar generation have a high risk of causing voltage
fluctuations. The use of HVDC lines to connect onshore and offshore wind farms
to the transmission network also has the potential to cause cascading failures,
e.g. due to DC-blocking contingency. When the fault occurs, in 2-3 seconds the
voltage will increase significantly. This may lead to the curtailment of renew-
able sources. For this reason, preventative control methods should be applied
to wind and solar plants using DRPs for fast-response. HVDC lines have some
fast-response reactive power regulation capabilities and so can also support this
control scheme [91, 127].

Short-term voltage-instability is usually linked to induction motor stalling, also
known as Fault Induced Delayed Voltage Recovery (FIDVR) issues [145]. To mitigate
FIDVR, dynamic reactive power sources including static reactive power compensat-
ors (SVCs), static synchronous compensators (STATCOMs) and DERs are used. The
control challenge is the optimal sizing and placement of these sources. Both as-
pects require the computation of the post-fault voltage trajectory which requires
solving differential algebraic equations (DAEs). These equations are complex due to
the nonlinearity of the input-state behaviour and of the solution space, which is
also nonconvex. For solving the optimal placement, the selection of contingen-
cies must be considered. Depending on the number of reactive power sources,
the factors can cause a heavy computational burden. Usually solutions are found
using mixed-integer programming and heuristic optimisation algorithms.
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For long-term voltage instability detection, the Thévenin equivalent is one method
used to present a model of power supply with a fixed impedance to a voltage
source for analysis. When the load impedance magnitude equals the Thévenin
equivalent impedance then the maximum power supply occurs. This is known
as the impedance matching principle and from it the voltage stability margin can
be computed. When using measurement data there are challenges from load vari-
ations and measurement noise. SCADA and phasor measurment unit (PMU) data
are used for these computations. There are three methods which are valuable for
both online and offline estimation. These are

1. using the least mean squares to fit the data to the power-voltage curve of the
Thévenin equivalent,

2. using data and a real-time algorithm to estimate the Thévenin equivalent
from a given bus,

3. estimation of Thévenin reactance to compute the Thévenin voltage.

Verifying and validating these measurement based approaches is an interesting
open research direction [184].

2.5.2 Distribution Network

The increased penetration of DERs, has lead to stricter grid connection require-
ments. The interconnection of these devices has changed the grid loading pattern
and influences voltage regulation device performance. In particular there are four
challenges that high DER penetration has caused for voltage regulation in the dis-
tribution network.

Firstly, the distribution system operator (DSO) has to manage voltage rise. This is
often triggered by the generation of solar energy from residential PVs [85]. The
injection of too much power into the grid triggers a voltage rise in the system
and to mitigate the problem the operator may impose conservative limits on PV
installation. A solution is for the PV to self-regulate its voltage by reducing its act-
ive power injection or applying negative reactive power injection. Coordinating
the PV inverters with demand-side management is another solution. Heat pumps,
EVs, or battery storage could be coupled to the PV to increase their consumption
of energy to match the PV generation injected.

Secondly, the increase in EVs in the power system could lead to overloads and
large voltage drops, especially at peak times. Charging a single EV demands
nearly the same energy as three houses. China, India, France and the UK have
promised to phase out gas and diesel vehicles by 2040, so, with more vehicles
becoming electric the load on the grid is going to increase and control methods
such as load shifting and charging strategies will be necessary to avoid overload-
ing the system [211]. Similar to the solution for voltage rise, demand-side devices
can support the network to return the voltage to its nominal value. Collections
of these devices can form ‘support groups’ around different network buses in the
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system. A case study using this technique for control of the IEEE 24-bus reliability
test system (RTS) is given in [158]. When low voltage buses are discovered in the
system the support group would be tasked with returning the system voltage to
its expected region.

Thirdly, the distribution network is designed for unidirectional power flow. Line
voltage regulators (LVRs) are included in the network for voltage control from the
load side. If a DER increases the voltage where it is situated, the LVR will try to
reduce this from a load side. However, it is possible the voltage at the DER con-
nection point would remain high. Even if the LVR could participate in bidirectional
power flow, the DER and/or local voltage correction devices would be needed to
stabilise the network. In [4], reactive power control options are coordinated to
avoid the continuous operation of devices such as LVRs. This avoids both device
deterioration and operation of devices at their control limit.

Finally, cloud cover variations affect PVs and can lead to voltage fluctuations
and lower power quality across the distribution network. Higher deadbands and
slope values would ensure system stability of the volt-var curves, but also lead
to a reduced range of the voltage margin. Other solutions, such as coupling the
DERs for coordinated control could be successful [118].

2.5.3 Transmission/Distributed System Operator Coordination

For voltage control it is also necessary to coordinate the control of the transmission
system operator (TSO) and the DSO. This is to prevent reactive power exchange
when the reactive power is low in the transmission network. A distribution net-
work with coordinated DERs can flexibly adjust its reactive power consumption
to provide power reserves and improve the transmission network voltage. There
are two types of coordination of the TSO and DSO; rule-based methods, and dis-
tributed optimisation. Both methods involve exchanging boundary voltage and
power with one another to stabilise both the transmission network and the dis-
tribution network. The distribution network can help by providing fast-response
power injection into the transmission network or by reducing the demand and
increasing local generation. If the distribution network control scheme ignores
the transmission network conditions, it is possible that long-term instability will
result. To analyse the transmission-distribution reactive power support, a co-
simulation of the transmission-distribution is needed. Effective coupling of the
transmission networks and distribution networks leads to economic benefits, as a
transmission network does not need to invest in voltage control devices, and can
leverage the DERs of the distribution networks [184].

2.6 Coordinated Control of Buildings as a Multi-Vector
Nano Energy Hub

Since the buildings are a junction for the interconnection of multiple energy vec-
tors including electricity, gas, water, renewable energy resources, and transport-



2.6 Coordinated Control of Buildings as a Multi-Vector Nano Energy Hub 15

ation, they should be modelled and studied as a multi-vector nano energy hub.
This is the reason that buildings will play an important role in the energy con-
text. Considering the increasing global awareness about the holistic approach to
energy issues [48], control and management of the buildings of the future need
to be revised in such a way that they can be efficiently managed and controlled.
This will accelerate the transition to decarbonisation. Due to the different dynam-
ics and specifications in each energy vector, control of integrated coupled energy
systems inside a building is a tough task.

District energy systems attempt to manage and control multiple vectors, this makes
them complicated, they require a detailed understanding of both modelling and
optimisation. Multi-vector control is the requirement to control modern energy
networks that consist of coupled vectors. Previously, heat, electricity, water and
gas have been controlled independently but this is no longer suitable for the fu-
ture smart grid. For example, a heat pump may use electricity to create heat or
a combined heat and power unit (CHP) creates electricity from heat and gas. Con-
trolling just a single vector may actually provide lesser control strategies than the
combined approach. In one example, a framework is developed that assesses tech-
nical, economic and environmental (TEE) benefits of integrating gas and electricity
distributed networks with storage devices and discussed how a vector coupling
storage system is able to increase whole energy systems efficiency [156].

Understanding the multi-vector components provides increased accuracy in the
control. Solar and wind energy are both uncertain. Solar energy generation un-
certainty comes from its proportionality to solar irradiance, but wind speed is the
hardest energy source for modelling and prediction. When accurately modelled,
a component such as CHP, which uses a heat byproduct from the electricity gen-
eration of natural gas, can increase its energy efficiency. In the case of CHP, this
can be an increase from 30-40% to 80-90% [155].

Power-to-gas (P2G) is an interesting developing technology. It is used to store ex-
cess electricity from stochastic renewable power as either hydrogen or methane
gas when it cannot be utilised. These gases can then be used in other areas such as
fuel for hydrogen vehicles or by injection into the gas network. P2G is still largely
being tested, and there is some worry about high costs and a low conversion ef-
ficiency. But a major benefit of this technology will be the large amounts of wind
energy storage it can provide.

Buildings also require modelling as they will be integral to future smart grids and
district energy systems. The buildings are prosumers and take part in demand-
side control.

• White box model - based on the physical principles of the building;

• Black box model - based solely on data;

• Grey box model - hybrid approach of white and black box modelling.

Grey box models and black box models are effective for modelling many building
variables. But white box models of buildings are less effective, this is particularly
for the cases of real-time optimisation with time-steps less than an hour.
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In [182], an Integrated Whole Energy System (IWES) model is used to quantify the
benefits of using a multi-vector approach with regards to active buildings. Using
a whole system modelling approach shows significant economic saving oppor-
tunities. The combined flexibility can increase the proportion of electricity pro-
duction from renewables and reduce the reliance on low carbon generation like
nuclear power. This flexibility will also work for decarbonisation and reaching
carbon emission targets. As efficiency of the active building improves the total
system costs reduce. Modelling active buildings as multi-vector systems allows
for system complementing behaviours to be recognised. An example of this in an
active building could be thermal energy storage (TES) which would charge thermal
energy when the carbon intensity of electric heating is low and discharge it when
it is high. These can improve short-term operational costs, long-term investment
costs and reducing carbon emissions. In the report, cost savings were doubled
when considering a multi-vector approach.

2.7 Security Aspects of Coordinated Control of Active
Buildings as a Cyber-Physical System

From a high level power system perspective, the major danger of a cyber attack is
if it can permeate through the network. Localised instability, or failure, should be
prevented from affecting other areas of the network. Should this mitigation fail,
it might trigger cascading failures across the whole network, which would have
certain economic consequences as well as possible consequences to transporta-
tion (e.g. airports), healthcare (e.g. hospitals), and/or education (e.g. universit-
ies/schools).

Sensors and actuators are critical resources for power system control. These devices
may connect to an Internet of Things (IoT). Devices of the IoT are known to have
vulnerabilities, either on the device directly or through applications that connect
to them e.g. a linked smartphone app. One example attack could be the Manipula-
tion of Demand via IoT (MadIoT) attack. An attack intending to deliberately cause
load shedding in the system, which would have huge repercussions. In [79], a
discussion is given about how the attack could be resisted. The solution describes
embedding protections into the operation of the transmission grid. Another pro-
posed solution, from [187], regards deterministic virtual networks (DVNs) - a light-
weight encryption which would provides security, privacy, performance and en-
ergy efficiency to the IoT.

In 2017, a cyber security researcher proposed a cyber attack known as the Horus
scenario which targets PV panel inverters. Consider thousands of PV panels on
the rooftops of European residential buildings, an attacker might send a signal
which would be picked up by these PV panels, and cause them to stop storing
energy. The aggregate loss of energy across the power network would then lead
to load shedding schemes across the continent.

In a response from SMA Solar Technology, the low likelihood of this attack was
shown. Three factors are given that show cyber attacks of this kind require sig-
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nificantly large efforts when attempting to destabilise the grid network. They
are; distributed regenerative power generation, decentralised production, and the
heterogeneity of the PV devices and manufacturers. In essence, it was said that di-
versity in the grid was the important feature for its safety. An attack would need to
simultaneously affect multiple distinct types of devices. Even the large-scale use
of bots would have limited success as each system would require an individually
configured attack profile [172].

Ultimately, the danger of any cyber attack in the smart grid is related to its com-
munication channels. As a smart grid relies on sending information, communic-
ation specific security requirements need to be evaluated. From known security
standards, the key parameters that relate to communication are as follows:

• Confidentiality - only those with permission should be able to read commu-
nicated information;

• Authentication - the true sender should be known to the receiver of the
communication;

• Integrity - information should arrive as it was sent, without any tampering;

• Access Control - access to the communication network should only be avail-
able to those with the correct clearance;

• Non-repudiation - a sender or receiver should not be able to deny their part
in a transaction;

• Availability - communication channels should not fail, communication should
always be possible.

An attacker would benefit should they exploit any one of these principles. Provid-
ing authentication and integrity are particularly applicable to a distributed net-
work. Distributed network nodes are fluid and may connect and disconnect from
the network at any time (e.g. EV that disconnects to drive). Sender-receiver pairs
are unpredictable and depend on the current network state, as well as which
nodes are active. Exploiting these could lead to man-in-the-middle attacks, im-
personation, message editing or forgery [158]. One defensive authentication tech-
nique is digital signatures via hashing and decryption. The receiver compares the
senders signature with a known signature of that sender. If the signatures match,
the receiver can be confident in the senders authenticity and that the message had
not been tampered with.

Another dangerous cyber attack is the replay attack, which would listen and copy
a message as its being broadcast. The attacker then sends this message again,
some time in the future, attempting to use it maliciously. If a harmful message is
replayed it could cause quite problematic consequences. To address this problem,
the receiver needs to know that it has received the message before. Timestamps
or random number sequences embedded in the message can provide a good solu-
tion.
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2.8 Aspects Considered in this Thesis

This thesis mainly deals with the aspects from Section 2.2 to Section 2.3.

Throughout this whole work, aggregate models for active buildings, energy stor-
age systems or electric vehicles are considered. In particular, Chapter 5, Chapter 7,
and Chapter 8 consider aggregate collections of electric vehicles or energy storage
devices as inputs to the system for the purposes of control.

Primary frequency control is the main control approach considered in this thesis.
In particular, this thesis considers primary frequency control when large disturb-
ances are present, see Chapter 5. Data-driven approaches for frequency control are
shown in the case study of Chapter 6. Chapter 7 and Chapter 8 consider frequency
control for large dimension power systems, and interconnected power systems.

System inertia is implicitly considered in some of these chapters too. Lower sys-
tem inertia leads to larger changes in the balance between supply and demand
of the power network. Therefore, large disturbances will become more common.
We consider large disturbances, as previously mentioned, and so system inertia is
implicitly a part of these chapters.

Other aspects such as voltage control, cyber security, and multi-vector approaches
provide interesting future directions.

2.9 Conclusion

This chapter has looked at a high-level perspective of smart grids in particular
looking at their operation and control. It was discussed

• how aggregators allow residential buildings to band together to provide en-
ergy injections to the smart grid and receive payment for these grid services;

• how frequency instability and voltage instability are increasingly in need
of advanced control techniques as the amount of renewable generation in
the network increases, including the need for methods to compensate the
reduced system inertia; and

• how coordinated control methods looking at multi-vector approaches will
be more effective than control methods for single vector approaches, and
diversity is important for both smart grid security and control.

In the next chapter, specific control techniques will be discussed that can be used
within smart grids. Again, this will be seen through the lens of active buildings.



3 CHAPTER

Smart Grid: Control Techniques

This chapter will continue to discuss smart grid control and manage-
ment techniques using the lens of active buildings. Techniques spe-

cific to power systems and more generally used in control theory will be
discussed for the coordination structures of centralised, decentralised and
distributed power systems. These control methods include PID control,
model predictive control (MPC), and multi-agent systems (MAS), among oth-
ers. The work in this chapter is based on the work [208].

3.1 Introduction

Smart cities and smart grids are valuable as they allow society to make intelligent
and efficient decisions, with the support of regularly updating information. Con-
trol is the central principle for a smart grid and is essential for safe and efficient
operation. It is a broad term that covers various processes and system objectives.

District or city level energy management involves; monitoring network growth,
balancing higher numbers of energy generating resources and storage devices,
and increased decentralisation due to devices becoming increasingly interconnec-
ted, e.g. via the internet. Additionally, both grid demand and energy prices are
flexible - devices can connect and disconnect at any moment and prices fluctuate
up and down. All of these lead to additional control complexities [154].

Another challenge is the nonlinearity of the system being controlled. Nonlinear
system optimisations require complex calculations and are time consuming. The
required computations most often rely on models of the control system, but build-
ing these models with significant accuracy is difficult [128]. Available techniques
to tackle these challenges include system identification [115], linearisation around
a fixed point [105], and model-free data-driven control [216]. But nonlinearity is
still a significant challenge to overcome for most control systems.

From the security perspective, smart grid control revolves around two-way power
and information flow of the communication networks. Should an attacker gain the

19
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correct privileges, they may be able to deliberately jeopardise grid stability with
induced load surges [15]. There are several reasons this attack is unlikely, simply
the more distributed and diverse the network is the more security protocols and
devices that would need to be exploited. But the negative use of control schemes
for destabilisation should be considered due to the potential large-scale damages
if such incidents happen.

Smart infrastructures, such as smart buildings in a smart city, are increasing in
prevalence. Smart infrastructure is self-monitoring, self-governing and able to
communicate with other aspects of the smart grid. From this, three research top-
ics have emerged surrounding their control. Firstly, consumers have been em-
powered to interact with the new resources available to them and systems with
multiple decision-makers have emerged. Secondly, incentives are created to en-
able flexible consumption, such as cheaper prices when consuming electricity at
night. This is known as transactive control [78]. Finally, resilient control is a term
given to protecting the system from large system failures, and does so by lever-
aging the communication between the smart devices. These areas each support
the higher level smart grid control, but also the end-users who receive incentives
and negotiating powers in the energy market [14].

Moreover, control of the smart grid enables the increased integration of renewable
energies. Renewable energy generation is uncertain and intermittent, but if prop-
erly controlled can be a big step forward to the global aim of carbon neutrality.
Ultimately, all the positives and negatives presented in this section hinge on the
quality of the control schemes. High quality control, from accurate system models
with security defences, has no negatives of note. However, poor quality control
of inaccurate models with flawed security, could be more harmful than helpful.
Deciding which category a system falls into is a different challenge entirely and
requires appropriate research to quantitatively characterise the quality of a given
control scheme applied to a system.

3.2 Coordination Structures for Management and Con-
trol of the Energy Systems

This section introduces the coordinating structures available to smart grids. There
are two key characteristics of such coordination frameworks, these are the system
structure and the energy resource type. System structure considers the configuration
of the power units included within the system and their interconnections. The
energy resource type may be renewable or non-renewable energy, and this has
influence over which coordination framework would optimise the system per-
formance [195].

3.2.1 Coordinated Structures from the System Perspective

The possibility of large-scale energy transfer became a reality with the rise of the
industrial revolution. The process involved extracting natural resources, trans-
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Figure 2: Centralised energy systems scheme.

Figure 3: Decentralised energy systems scheme.

Figure 4: Distributed energy systems scheme.
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porting them and then converting the resource to energy via large turbine gener-
ators. Even today, all three steps of the process are expensive and involve opera-
tions to a scale that only large corporations or bodies of government can handle.
Delivering the energy to users was done through a centralised framework: a central
large-scale generation unit sending the energy to global users far from the original
generator, see Fig. 2.

As technology advances, generation units have become more readily available
and at a reasonable price. This has created an opportunity for smaller companies
and individuals to share in the market. A decentralised framework is shown in Fig. 3,
where small generation units provide energy to local users and communication
channels are formed between generators to share excess energy or store it.

In the decentralised and centralised approaches, the local users only consume en-
ergy from the power network. However, it is becoming more common for those
users to also take part in power generation. For example, a user may decide to
install a PV panel on their house to generate some electricity and reduce energy
bill costs. This contributed to the development of the distributed framework. In this
framework, local users become prosumers, producing and consuming energy sim-
ultaneously. A prosumer could become energy self-sufficient, but by forming a
distributed network with other prosumers, any excess energy can be shared. Dis-
tributed networks can then connect to share that energy wider, see Fig. 4. As there
is added complexity in the distributed framework, it is also more complex when
designing control schemes compared with centralised controls [218].

The three schemes reflect the flow of energy between components in the network.
They can also reflect possible communications between these components. Inter-
preted differently, a lack of link between two components means lack of direct
energy transfer or communication between the two components. As such, all con-
straints should be taken into account when designing a control scheme for the
network.

3.2.2 Coordinated Structures from an Energy Resource Perspect-
ive

Energy resources can be divided into two categories, renewable and non-renewable,
and these influence the choice of framework to be implemented. Extraction of
non-renewable fossil fuels such as oil as well as the required infrastructure for
their transportation are expensive. Therefore, a large-scale centralised approach
suits non-renewable generation. In contrast, a small wind turbine or photovoltaic
panel does not provide much energy on its own, but the total energy can scale
to large quantities of generation when these are connected within a distributed
framework in large numbers. Decentralised networks, being a middle ground
between centralised and distributed networks, are therefore suited to smaller gen-
erators or larger renewable generation (e.g. a solar farm).

Managing resources used for energy generation presents its own challenges. Sus-
tainability of a particular energy resource will depend on location, legal policies
and economics of a region. Wood, for example, is used in biomass, which may
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become sustainable with well-planned schemes to replant uprooted trees. Up-
rooting trees without replanting them will lead to the complete depletion of that
resource.

The use of fossil fuel energy in centralised systems is unsustainable in the long
term as eventually the planet will be depleted of those resources. In contrast,
renewable energy relies on sustainable energy sources (solar, wind, geothermal
stones, tides, etc). As well as sustainability, countries are beginning to manage
their resources with respect to carbon emissions which are significantly lower in
renewable energy generation. Overall, a shift towards distributed frameworks is
expected, with non-renewable resources eventually going to be depleted and net-
zero emission goals forming. In the UK, legislation requires 100% carbon emission
reduction relative to 1990 levels by 2050 [143].

3.2.3 Coordinated Structures from a Security Perspective

When considering security features of the frameworks, it is worth noting that
should a power fault occur in a centralised or decentralised network that all or
some of the network will be negatively impacted by the generation loss. A real
example is from 9th August 2019. Initially triggered by a thunder strike, gener-
ation unit losses affected one million customers, health care buildings, transport
and water facilities up to two days after the initial event [49]. The distributed
framework is more forgiving when experiencing a fault. Each unit in the network
is connected to multiple other units. A power unit can fail and rather than affect-
ing the rest of the network it can be disconnected so the failure does not propagate
through the network.

3.2.4 Supervisory Control and Data Acquisition (SCADA)

Supervisory control and data acquisition (SCADA) is a control system architecture
used in industry for monitoring and control of power systems, smart grids and
also power generation and transmission. It is also used in building control and
for other public infrastructures such as traffic lights and water management sys-
tems. SCADA uses wired and wireless communication across four network lay-
ers. At the highest level, an operator can communicate with the process layer
via the Human-Machine Interface (HMI). The process layer forwards this onto lo-
gic devices; the Remote Terminal Units (RTUs) and Programmable Logic Controllers
(PLCs) which can use the given information for aggregate control of field devices.
At the lowest level field devices control and monitor the physical processes being
observed by the system. These are sensors, pumps and other low-level pieces of
equipment, that the observer may use to control the system as a whole. These
devices provide feedback to SCADA via the HMI which helps check if the actual
behaviour matches the desired behaviour [54], see Fig. 5.

As automation within industry increases and costs of operation reduces, the use
of SCADA systems is expected to keep rising. However, the rise of the Internet
of Things (IoT) has also impacted SCADA systems, and a transition from onsite
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Figure 5: Control system architecture of SCADA.

and standalone systems to internet connected and remotely accessible systems
is occurring. SCADA systems were never designed for network connectivity or
network security. The focus was on reliability and device protection by isolating
devices. SCADA is a complex system and with many inter-dependencies, so as
devices go online, SCADA may become vulnerable. Another security concern, is
that due to high installation costs, they remain operational for 8-15 years [141].
Relying on possible outdated or legacy systems could leave entry points to cyber-
attacks.

3.3 Control Techniques for Active Buildings

The previous sections have discussed the purpose of control and systems that
might need controlling. In this section, the control methods and techniques that
are applicable for power systems will be introduced.

3.3.1 PID Control

The most common industrial controller choice is the PID controller, an acronym
for proportional (P ), integral (I), derivative (D) control [55]. This is due to the
simplicity of its operation and tuning, as well as its widespread use. PID control-
lers use the current and previous error measurements of a system for regulation.
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Figure 6: PID controller - the system output is measured and checked against a
reference value.

The system error is the difference between a reference value of the system and the
equivalent measured value. Tuning of the system can be completed by adjusting
the constant values, P , I and D, of the controller, which affect each of propor-
tional, integral and derivative areas of the control equation respectively.

In Fig. 6, an example plant, is shown with a PID controller. The system error,
ϵ, is fed into the PID controller. The PID controller uses ϵ, the time step, k, and
constants P , I , and D, to choose a new system input u,

u(k + 1) = Pϵ(k) + I

k∑
i=1

ϵ(i) +D(ϵ(k)− ϵ(k − 1)).

The new input is passed to the system which produces the new output y. The
values yref and ym represent the reference output of the system and the measured
output respectively.

PID control is valuable for Single-Input Single-Output (SISO) systems and uncoupled
two input two output systems. For Multi-Input Multi-Output (MIMO), other tech-
niques such as MPC are more valuable [57, 89]. Examples of PID control in the
power system literature include [53] for multi-area load frequency control, [60]
for load frequency control modelling wind farms, and the survey paper [75].

3.3.2 Model Predictive Control (MPC)

Model Predictive Control (MPC), also called Receding Horizon Control (RHC) [30],
is a control technique with some freedom involved in its implementation and is
one of the fastest growing control techniques. MPC has a broad range of applic-
ations such as clinical anaesthesia, the cement industry, and robotics [34]. MPC
algorithms use a model to represent a system, and attempt to minimise a cost
function. Although, the implementation can be different, there are three import-
ant consistent ideas involved in MPC:

1. Use of a process model to create a prediction horizon;

2. Calculate a set of future control signals;
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Figure 7: Model Predictive Control (MPC) - a model based control approach which
predicts the next input that should be used. The model then fully updates for the
next time step.

3. Use a receding strategy - the first value in the control sequence is applied to
the process as it moves forward in time. At each time step a new prediction
horizon and set of future control signals are calculated.

MPC uses a model to predict the future plant outputs. This is also known as the
prediction horizon, y(k+ i | k) for i = 1, 2, . . . , N , where k is the current time step,
and y is a set of future outputs for a time horizon, N . This is calculated using past
control signals, u, measured past outputs, yk, up until current time step, k, as well
as predicted future control signals.

The set of future control signals is represented by u(k + i | k) for i = 0, 1, . . . , N .
From this, a control sequence which minimises the objective function at each time
step, k + i, is also known. The objective function consists of a cost function and
system constraints. It attempts to keep the process near to the reference value,
yref (k + i). The optimisation uses the error between the reference values and the
measured values.

Calculating the optimal control signal considers the system constraints and the
cost function. The overall cost function consists of the sequence of manipulated
values (Zk), a cost function for tracking error (Jy), a cost function for manipulated
variable tracking (Ju), a cost function for change in manipulated variables (Jδu)
and a cost function for constraint violations (Jϵ),

J(Zk) = Jy(Zk) + Ju(Zk) + Jδu(Zk) + Jϵ(Zk).

The real-time solver computes the future sequence of manipulated variables, but
only one control signal is exported for the next time step. At time k the control
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signal u(k | k) is applied to the process. The remaining values of the sequence
are discarded. For the next time step k + 1, a new prediction horizon and se-
quence of control signals are calculated. Therefore, at time k+1 the control signal
u(k+1 | k+1) is used. This is more optimal than using the value u(k+1 | k) com-
puted in the first sequence since it considers the newly measured output value
yk+1 which was unknown to the sequence at time step k. This is known as the
receding strategy. Therefore as k increases the accuracy of MPC should improve
as it has its predicted values corrected by real measurements.

MPC is advantageous as it is relatively simple to understand for those without
control system experience and has applications in a wide variety of systems in-
cluding unstable systems or those with complex dynamics. MPC deals easily with
multi-variable processes, and can compensate for dead time. Using feedforward
control it is able to compensate for uncertainties in the system.

There are two major drawbacks. The first is that the required computation in
the MPC algorithm can be very heavy. Implicit MPC is run online in the micro-
processor, and there is no benefit in computing the best control signal after the
time step it was needed has already passed. It is possible to compute the MPC
algorithm offline, and store these values in lookup tables. For explicit MPC this
is done and then the tables are imported to the microprocessor [89]. The second
drawback, is the reliance on an accurate process model. MPC is computed a pri-
ori, with prior knowledge of the process. If the model used to compute the MPC
algorithm has the wrong system dynamics, then the difference in the model and
the real system will create discrepancies between the predicted control and the
real control of the process. Although MPC is designed to adapt to errors in the
model, the more significant the errors are the more difficult it will be for MPC to
correct them. Examples of MPC for frequency control include [50], the work [90]
considers battery energy storage systems and the recent work [150] considers heat
pumps.

3.3.3 Multi-Agent System Control (MAS)

An energy system could be alternatively described as a group of components
which interact to produce a reliable service at the lowest cost to consumers. This
description involves decomposing an energy system into smaller structures which
interact with one another. Multi-agent system (MAS) approaches support this
framework for both modelling and control, and in [157] a definition for MAS is
given:

“A multi-agent system is a system composed of a collection of autonom-
ous and interacting entities called agents, evolving in an environment
where they can automatically perceive and act to satisfy their needs
and objectives.”

Agents receive information from the environment through sensors. Such as a
building with a PV panel on its roof might have a sensor which detects the amount
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Figure 8: A model of an agent which uses measurements of the environment to
impact the agent’s choice of actions.

of solar irradiance currently being absorbed. This information is then passed
through the agents logic which decides what action should be taken, this might be
whether to sell that energy to the grid if it is in excess of the buildings own current
energy requirements. This choice is passed to the actuators which complete the
task so the decided action occurs within the environment, potentially changing the
global state, see Fig. 8. As the agents are separated from their environment, MAS
is a distributed approach to energy management. MAS can also be described as
proactive; the agents follow their own objectives or objectives that cover the whole
system, and social; the agents interact via cooperation or competition dependent
on their objectives. For the MAS approach to be effective, an understanding of
agent-agent and agent-environment interactions is paramount.

There are three main types of agents within the MAS framework. The first and
most basic are reactive agents which have minimal responses to environment pre-
cepts. They provide fast responses when needed and also have useful results
when modelled as a large group of simple agents, rather than a single large agent.
An example of a reactive agent is an EV which connects or disconnects to the grid
without using any smart charging scheme.

An intelligent agent has more functionality than a reactive agent since it is able to
use its resources to achieve some objective. An example of an intelligent agent
is a smart building with an energy management system (EMS), the agent uses its
resources to satisfy the control objectives of its EMS.

The final agent is a learning agent, this agent gains information by analysing the
outcome of its actions. The learning agent will have a good grasp of the envir-
onment it is in, which is used for decision making. The aforementioned smart
building example, could become a learning agent by predicting the behaviour of
users of the building, and using this for its resource management.

MAS control is bottom-up, due to the local knowledge of its agents and the flexible
interactions they have. The agents only know what they need to know, and this
reduces data transfer across the network, making MAS scalable. It is unnecessary
for two agents that will never interact to be aware of one another. The agents adapt
to the situations they are in, making them flexible to faults where neighbouring
agents fail or when new agents are added to the neighbourhood.
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Other system approaches rely on predicting network changes and the costs asso-
ciated with maintenance or redesign of the network. MAS can avoid these costs.
As these agents are cooperating or competing with one another autonomously the
control approach required for the system is to distribute the control tasks between
the agents. Decisions are made locally, with neighbouring agents grouping to
form microgrids. The microgrids can then act as agents themselves to satisfy the
global control objectives of the whole grid in a decentralised structure.

Difficulties of MAS revolve around the proactivity of the system. As each agent
has a local objective and groups produce global objectives, it may occur that com-
peting objectives arise. These challenges make distributed control more complex
than the centralised control approach where an action would be demanded to
suit the global specification. To help with this, a clear communication framework
between agents is needed, as well as definitions of the roles of the agents within
the network. Additionally, this benefits future hardware that will be incorpor-
ated into the networks. Examples of multi-agent systems in the literature include
multi-agent reinforcement learning [161], control with electric vehicles [8], and
multi-agent systems with communications constraints [114].

3.3.4 Artificial Intelligence and Data-Driven Control

Data-driven control (DDC) approaches, including machine learning (ML) control are
growing in prominence. Having been originally developed for static data, the
methods and algorithms have been shown to be equally valuable when consid-
ering dynamic systems. The broad range of techniques allows ML control to
optimise both linear and nonlinear systems. The most notable techniques that
will be discussed in this section are: reinforcement learning (RL) and artificial neural
networks (ANN) for designing control strategies; and genetic algorithms (GA) and
genetic programming (GP) for finding a parameterised controller.

A major benefit of ML, compared to other control techniques already discussed in
this chapter, is the possibility for model-free control. Real-world control problems
are especially difficult because they involve highly nonlinear dynamics, and an
objective to maximise or minimise a certain property. System identification tech-
niques may be impractical due to cost, complexity or other reasons (human based
systems have ethical considerations). ML relies on sensor data only to optimise
an objective function. It is a powerful tool when system models are unavailable.
Some example real-world fields that ML techniques can help include epidemi-
ology, robotics and fluid dynamics, but there are many more [31].

For the system that will be controlled, a cost function is minimised to satisfy the
system objective. The ML controller will pass inputs to the physical system which
reduce this cost value. To do this, a best strategy must be learned by the ML con-
troller. This is completed offline, with the outputs of the system and the cost func-
tion passing to the ML controller. Using this data and differing ML algorithms a
control strategy is formed. With more data the controller can gain more experience
and provides better control functions.
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Reinforcement Learning - Experience Based Control

RL is an algorithm that acquires experience over time to improve its control policy.
Markov decision processes (MDPs) are the most commonly used framework for RL.
MDPs incorporate uncertainty in their description of system dynamics and con-
trol laws. This promotes optimisation and exploration of the state space in equal
measure.

RL is run by an agent who is in charge of choosing the control policy. Typically,
the solution to an RL control strategy is binary, either the strategy is successful
or it is not. To improve this, algorithms have formed a value function, these are
known as Q-learning algorithms. This function denotes the value of success rep-
resented by the current state, and can be considered proportional to the likelihood
of a winning strategy. For example, if a good control policy is in effect, the value
function for the overall system state should be high. As RL learns from experi-
ence, the algorithm might initially choose low scoring strategies, but after many
iterations will learn to choose higher scoring control strategies with more chance
of ultimately being successful [186]. An example from the literature includes [40]
for optimal primary frequency control, and also the work [185] that uses rein-
forcement learning to solve complex non-convex stability problems using energy
storage systems.

Artificial Neural Networks - Data-Driven Control

ANN were developed from the perceptron, a mathematical model of a synapse in
the brain. Perceptrons are quite limited, only returning a binary value, but when
layered on top of one another they can learn system behaviours. ANN are easy
to create and implement. As more research into ANN is done, other techniques
such as recurrent neural networks and deep neural networks have been developed.
In essence, ANN is used to predict an output for any given input based on all
previously known inputs and outputs.

Neural networks consist of three sections, see Fig. 9. The first section is the in-
put layer, where the system inputs are passed into the algorithm. The inputs are
then passed to the hidden layer, with N-layers of neurons. The neurons in the
first layer receive all the normalised inputs from the input layer and compute an
output value which is then passed to each neuron in the next layer. Those neurons
complete the same process, with the inputs they receive, until all layers have com-
puted some output. The final output values are then passed to the output layer
for the overall output prediction. From previous prediction errors, the ANN can
adjust weights associated with each layer to improve future performance, this is
known as backpropogation [162].

At an individual neuron the output formula is given by

y = tansig(B +

I∑
n=1

(in × wn)),
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Figure 9: Artificial Neural Network with multiple hidden layers. A model repres-
entation of a neuron is also given with inputs, i, bias, B, and weights, w.

with total neuron inputs I , y is the neurons output,B is a bias value, in is the input
and wn is the weight associated to the respective input. The summation of inputs
multiplied by their weights is calculated, then a bias value is added. This result
is then passed through a transfer function such as tansig(), logsig() or another,
depending on the specific algorithm in use. In practical terms, there are many
useful tools already available to help with the creation of an ANN. One example
is the neural network toolbox for MATLAB [43].

To run the ANN algorithm, a large data set is required of measured input and
output values. The data is divided into a training data set (majority of the data)
and a validation data set (remaining data). The strength of ANN lies in its training
algorithm, which decides the weights and the bias to apply to each neuron. The
algorithm optimises the values of w and b for the data, using a mean square error
or sum of errors in the process. Once the training has finished forming the model,
the algorithm can predict the expected output values of a given input.

Occasionally, the ANN model focuses on smaller details present in the training
set over the general trends of the input to output mapping. This is known as
overfitting and to avoid this, validation data is used. The model is run using the
inputs from the validation data, but the output values remain hidden. The model
predicts outputs from the validation data that can be checked against the actual
outputs from that data which had been hidden. If the there is a significant error in
these predictions then it is likely that overfitting has occurred within the model,
and the training should be redone. Examples in the literature include [135] and [7].
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Genetic Algorithm - Parameter Synthesis

When the structure of a control law is given but the parameters are unknown, ML
control becomes parameter identification. Genetic algorithms (GAs) are meta-
heuristic optimisation approaches based on the laws of natural selection from
evolutionary biology, and also have applications outside of ML control. With each
new generation, the most successful (or fittest) individuals climb to the top of the
rankings. An individual is a member of a generation, k, with a random assign-
ment of parameter values. This combination of parameters is called its DNA, and
is written as a numeric sequence. These parameters are what the algorithm tries
to optimise using a set of genetic rules.

The fittest individuals in a generation have minimised their cost function or error
scores. Once a generation has been computed, all the individuals are ordered by
cost function value. A probability is assigned to each individual, relative to this
cost value. A lower cost will equate to a higher probability of being selected for
the next generation, k + 1. Optionally, a chosen number of individuals can be
immediately moved to k + 1, with probability 1. This is known as elitism and for
the remaining individuals, any who are selected for generation k+1 will undergo
one of three genetic rules:

1. Replication - The individual is moved to generation k + 1 immediately with
no modifications.

2. Crossover - Two individuals swap a portion of their DNA, then both move to
generation k + 1 in their new modified forms.

3. Mutation - An individual has its DNA randomly modified before moving to
generation k + 1.

The remaining individuals are then discarded. As the GA iterates through the
generations, the fittest individuals with lowest cost function scores appear. GA
stops when these individuals have converged or a stopping condition is met.

GA is useful as it does not require the iterations of a brute force algorithm, trying
every possible set of parameters, and it scales to high dimension spaces better
than other algorithms, such as Monte Carlo sampling. However, GA does not
guarantee converging on an optimal solution. Additionally, choosing the size of
the population and the number of generations affect the algorithms performance.
An example in the literature includes [42].

Genetic Programming - Control Law Identification

GP is an extension of GA, but can be treated as its own control technique. It is used
to optimise the parameters of the system and even the structure of the system. GP
can also find appropriate control laws. It does this by completing a GA approach
for different structures as well as different parameters for those structures.
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GP uses a recursive tree structure to encode the complex functions of sensor sig-
nals. By using such a generalised framework it is possible to identify the struc-
tures of nonlinear control laws for highly nonlinear systems. GP works especially
well on problems where the solutions can be checked quickly, this allows GP to
test a large number of individual control laws for their suitability. A successful
GP approach will find not just the optimal parameters for the model but also the
optimal model to use. Example from the literature include [93] and [149].

3.3.5 Game Theoretic Approaches

Game theory is an optimisation method with mathematical foundations. Entities,
or players, attempt to achieve individual objectives and take actions to complete
them. Deciding on the best actions to take, and the outcome of those actions, is
the essence of game theory. A player’s utility is the value of their success in the
game, relative to the other players. Depending on the strategy, a players utility
can increase or decrease. Game theoretic approaches usual try and manage the
utility of the different players to satisfy an overall global objective. There are two
main areas of game theory; noncooperative and cooperative approaches.

Under these two main umbrellas, games can also be either dynamic or static. Dy-
namic games consider time when playing, and thus allow for consecutive player
moves. Static games on the other hand do not consider time, and so player moves
are either simultaneous or alternating.

In noncooperative game theory, players cannot communicate with one another and
so must choose actions without coordinating their choices [24]. The global solu-
tion to the game often takes the form of a Nash equilibrium. A Nash equilibrium is a
state where no player can improve their utility. Essentially, this is a draw between
all players, and changing the strategy will only result in worsened performance
for the player who changes strategy. Finding such an equilibrium is not always
simple and certainly not guaranteed [159].

Cooperative game theory allows communications between the players. Since the
players can communicate, they have the option of whether they wish to cooperate
with one another or not. This leads to two main cooperative strategies. Firstly,
the Nash bargaining strategy where the players communicate with one another to
determine a contract under which they agree to cooperate. This strategy allows for
competition, but with some agreed trading. Secondly, the coalition strategy where
the players group together as one coalition. This strategy is fully cooperative, and
the players unite under the same objective. Once it is clear which type of game is
being played by the players, the in-game strategies can be considered [41].

There are three essential parts to a players turn, no matter which game they are
under. The player must consider the global game state to understand the current
utility and set of actions that player has. The player must estimate their prospect-
ive utility for their actions. The player updates their strategy based on those ob-
servations and chooses an action. There is some variety regarding the algorithms
which are used to complete these three steps:
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• Best response dynamics - simplest approach, chooses the action which maxim-
ises the players utility but does not guarantee convergence to an equilibrium
point.

• Fictitious play - considers the actions of all players before choosing an action.
For zero-sum games, it will always converge to a Nash equilibrium.

• Regret matching - a strategy which chooses the least detrimental action, as
opposed to the most beneficial action.

There are also other algorithms such as reinforcement learning and stochastic
learning that can be chosen [171].

An assumption from classical game theory is that the players are rational, in real-
ity this is not necessarily the case. Small changes from the optimal strategy via
non-optimal play could have disastrous knock-on consequences. To combat this
there are analytical techniques to avoid such faults from occurring. Overall, the
robustness of the algorithm design and model is essential to safe operations.

Game theory approaches have many power system applications. Some examples
include; cooperative energy exchange, distributed control of microgrids and smart
grid communication technologies. Classical approaches of game theory for demand-
side management focus on the relationship between individual buildings and
the operator and the optimal strategy for buildings is to use an aggregate be-
haviour when negotiating with the operator [164]. Examples from the literature
include [58, 59, 168].

3.4 Why consider formal methods?

Previous results on frequency regulation rely on simulations and do not provide
any formal guarantees ensuring the desired behaviour of the frequency over time.
This particularly holds when comparing with classical control techniques which
provide no guarantees or safety certification. For safety-critical systems such as
power systems, proving strong guarantees on system behaviour mathematically
would be of significant value, although challenging. I discuss the details of formal
control techniques in the next chapter.

Examples of applying formal methods to smart grids in the literature include
a symbolic controller design for time-varying DC microgrids [218]. The works
[84, 174, 178, 180, 213] propose formal modelling and synthesis approaches for
demand response of thermostatically controlled loads and microgirds. In [72],
formal software engineering has potential to be applied to the smart grid domain
such as using a refrigerator for active power. Formal software engineering tech-
niques are used for self-healing smart grids in [94] and in [6] the smart grid com-
ponents are formally described in Z, the formal specification language. Formal
techniques for smart grid power line communication are discussed in [192].
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3.5 Conclusion

This chapter looked at the current state-of-the-art control techniques used in smart
grids. Discussed were

• the conventional control and monitoring method SCADA and its uses in
many public infrastructures as well as smart grids;

• control approaches that use a reference tracking approach including PID
control and MPC;

• different types of agents and their interactions in the MAS control frame-
work;

• data-driven control approaches including neural networks, reinforcement
learning and genetic algorithms/programming; and

• game theoretical approaches and their uses for cooperative or non-cooperative
optimisation for energy exchange or pricing.

The next chapter will look at formal control approaches and provide a background of
systems, specifications and the techniques to be applied in order to have rigorous
guarantees of system behaviour and safety certification. The next chapter will
form the foundation for the theory used in the later chapters.





4 CHAPTER

Formal Control Techniques

This chapter provides a background to the main theoretical contri-
butions of this thesis. Firstly, a rigorous description of a system

is provided that describes its characteristics and behaviours. Then sys-
tem relationships are defined, including simulation and bisimulation re-
lations. Symbolic models, system specifications and formal controller
synthesis are introduced, these form the key foundation of the contri-
butions in all following chapters. Additional discussions are provided
for approximate simulation relations, system composition and assume-
guarantee contracts which are used particularly in the later chapters.

4.1 Introduction

A transition system, or simply system, can be described as a mathematical model
of a dynamical phenomenon. Different models of the same phenomenon can be
used in different tasks, and relationships between those systems can be described.
The work [188], considers infinite-state systems described using differential equations
due to continuous-time dynamics that are deterministic in nature. Formal controller
synthesis will use symbolic models of these systems to provide the necessary guar-
antees described by the formal specification. Effort will be made to use the adjectives
"infinite" or "finite" when describing state spaces, and "discrete" or "continuous"
when discussing time throughout this thesis, but it is not uncommon to also hear
state spaces described as continuous or discrete within the literature.

4.2 Describing Systems

Consider the following general definition of a system:

Definition 4.1 (System). A system Σ is a septuple (X,X0, U, V, g, Y, h), consisting of:

37
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• X ⊆ Rn is the set of states;

• X0 ⊆ X is the set of initial states;

• U ⊆ Rp is the set of control inputs;

• V ⊆ Rq is the set of external disturbances;

• g : X×U ×V → 2X is a transition relation describing the evolution of the system;

• Y ⊆ Rm is the set of external outputs, or observations;

• h : X → Y is the external output map.

The evolution of the system can be characterised by

Σ:

{
x′ ∈ g(x,u,v),
y = h(x).

(4.1)

where x,x′ ∈ X , y ∈ Y , u ∈ U , and v ∈ V , where v is measurable and potentially large.

Generally x ∈ X are considered to be internal to the system (hidden) while y ∈ Y
are external (visible). For control purposes, consider the initial set of states as
either the full state space X or some subset of X dependent on any regions of the
state space deemed unsafe or that would cause the system to violate the formal
specification. The evolution of the system is captured in the transition map where
(x,u,v,x′) ∈ g would describe a transition from predecessor state x under input u
and external disturbance v to some successor state x′. The system definition can
be simplified under several conditions:

• if X0 = X then: Σ = (X,U, V, g, Y, h),

• if Y = X and h = I then: Σ = (X,X0, U, V, g),

• if V = ∅ then: Σ = (X,X0, U, g, Y, h)

• any combination of the above, with the most reduced system definition be-
ing; X0 = X , Y = X , h = I, U = ∅, and V = ∅, then: Σ = (X, g).

Definition 4.2 (Determinism). A system Σ is deterministic if for any state x, any input
u, and any disturbance v, there is at most one successor state:

(x
(u,v)−−−→ x′) ∧ (x

(u,v)−−−→ x′′)⇒ (x′ = x′′), for all x ∈ X, u ∈ U, v ∈ V.

For any input u, any disturbance v and any state x, if it is possible to have two
or more distinct successor states e.g., a distribution of successor states, then the
system is non-deterministic. Different control approaches are needed depending
on the system’s determinism. To describe these principles graphically, the most
common approach is to use circles for system states with a transition between
states represented by an arrow. A notation is added on top of the arrows which
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Figure 10: Determinism - for each input
ui applied to a state xi, a state transition
is represented by an arrow. There is at
most one successor state for each input-
state pair.

Figure 11: Non-determinism - for each
input ui applied to a state xi, a state
transition is represented by an arrow.
There may be two or more successor
states for an input-state pair.

shows the input required for the state to undergo the transition. In Fig. 10 a de-
terministic system is provided and Fig. 11 shows a non-deterministic system. The
disturbance v is omitted for simplicity, but usually uncertainty in the form of noise
or unknown disturbances cause the non-determinism.

For a state x and any input u ∈ U , denote the set of successor states by Postu(x)
and the set U(x) as the set of inputs u ∈ U where Postu(x) ̸= ∅. The systems
considered in this thesis are assumed to be non-blocking meaning that for every
state x the set U(x) ̸= ∅.

4.3 System Behaviour

As stated before, the system states and transitions between the system states,
known as paths or trajectories, are considered to be infinite internal behaviours of
the system, indicated by ρx.

ρx = x0
(u0,v0)−−−−−→ x1

(u1,v1)−−−−−→ x2
(u2,v2)−−−−−→ x3 . . .

Therefore the system’s behaviour may not be immediately obvious when design-
ing a controller, except when the set of outputs matches the set of states, Y = X .
Instead, system behaviour can be described using the infinite external behaviour,
written ρy , where depending on the system design, the system may be aware of
the input selected for the transition and perhaps an upper bound on the anticip-
ated disturbance;

ρy = y0
(u0,v̄)−−−−→ y1

(u1,v̄)−−−−→ y2
(u2,v̄)−−−−→ y3 . . .
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with h(xi) = yi, ∀ i ∈ N≥0. The set of all infinite external behaviours initialised by
state x can then be captured by the set Bx(Σ).

Definition 4.3 (Infinite External Behaviour). The infinite external behaviour generated
by system Σ, denoted B(Σ), is defined by:

B(Σ) =
⋃

x∈X0

Bx(Σ).

Finite external behaviour can be defined similarly. For non-blocking systems, as
considered in this work it is straightforward to prove that B(Σ) ̸= ∅.

4.4 Exact System Relationships

For infinite-state systems, designing controllers to enforce a behaviour is difficult.
Mostly this is due to the complexity of the system and the computational time and
effort required to do any calculations over an infinite-state space. An abstraction
Σ̂ of a transition system Σ preserves some of its details required for analysis and
control, but ignores aspects which do not influence the results [25]. This is useful
because an abstraction-based controller for the desired behaviour of Σ can be de-
signed using Σ̂. However, this is only possible if an appropriate relationship can
be shown to exist between the two systems.

First, consider some general relationships that can be shown between two sys-
tems, the simplest being with regard to the system behaviours.

Definition 4.4 (Behavioural Inclusion). Given two systems Σ and Σ̂ with Y = Ŷ , Σ
is behaviourally included in Σ̂, written Σ ⪯B Σ̂, if B(Σ) ⊆ B(Σ̂).

Using the definition of behavioural inclusion it can be seen that if Σ ⪯B Σ̂, then
all of the behaviours of Σ are included within the behaviours of Σ̂. If Σ̂ satisfies
the specification desired, then Σ is guaranteed to satisfy it too. However, if Σ̂ does
not satisfy the specification then nothing is learned about Σ. This is known as a
sound abstraction.

There also exists a stronger relationship between systems known as a complete
abstraction.

Definition 4.5 (Behavioural Equivalence). Given two systems Σ and Σ̂ with Y = Ŷ ,
then Σ is behaviourally equivalent to Σ̂, written Σ ∼=B Σ̂, if Σ ⪯B Σ̂ and Σ̂ ⪯B Σ.

Behavioural equivalence is stronger than behavioural inclusion because the two
systems have the exact same set of behaviours, B(Σ) = B(Σ̂). This means that if
Σ̂ satisfies the specification desired then Σ is guaranteed to satisfy it too. Addi-
tionally, if Σ̂ violates the specification desired then Σ is proven to also violate the
specification, for sound abstractions the latter guarantee would be unknown. For
non-blocking systems, the infinite external behaviour equivalence implies finite
external behaviour equivalence and vice-versa.
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Definition 4.6 (Simulation Relation). Consider two systems Σ and Σ̂ with Y = Ŷ . A
relation R ⊆ X × X̂ is a simulation relation from Σ to Σ̂ under the following conditions:

1. ∀ x0 ∈ X0,∃ x̂0 ∈ X̂0 such that (x0, x̂0) ∈ R;

2. ∀ (x, x̂) ∈ R then h(x) = ĥ(x̂);

3. ∀ (x, x̂) ∈ R then x
(u,v)−−−→ x′ in Σ implies the existence of x̂

(û,v̂)−−−→ x̂′ in Σ̂
satisfying (x′, x̂′) ∈ R.

Σ is simulated by Σ̂, written Σ ⪯S Σ̂, if there exists a simulation relation R from Σ to Σ̂.

For infinite-state systems, using behaviours only to define relationships between
systems is challenging. New definitions are need for stronger relationships such
as the simulation relation, which relates the initial states, system observations and
state transitions between two systems. If one can show Σ ⪯S Σ̂, then by implic-
ation Σ ⪯B Σ̂, but the reverse is not guaranteed, unless it holds that different
successors of a state always have different outputs, known as output determinism.
Similarly to before, the notion of a simulation relation can be extended to a bisim-
ulation relation, written Σ ∼=S Σ̂.

Definition 4.7 (Bisimulation Relation). Given two systems Σ and Σ̂ with Y = Ŷ , Σ
is bisimilar to Σ̂, written Σ ∼=S Σ̂ if both Σ ⪯S Σ̂ and Σ̂ ⪯S Σ. Alternatively, Σ is
bisimilar to Σ̂ if there exists a relation R such that:

• R is a simulation relation from Σ to Σ̂;

• R−1 is a simulation relation from Σ̂ to Σ.

As before, it is fairly straightforward to show that Σ ∼=S Σ̂ =⇒ Σ ∼=B Σ̂.

Further relations exist such as the alternating simulation relation: a stronger relation
than simulation relations that relates state-input trajectories of two systems [188].
However, these only differ from simulation relations in non-deterministic systems
when Postu(x) ≥ 1, and are therefore beyond the scope of this thesis.

4.5 Symbolic Models

One tactic used for formal controller synthesis is to find a relationship between
the infinite system Σ and a second finite system Σ̂. Σ̂ is known as the symbolic
model or the finite abstraction of Σ. One of the most powerful relationships that can
be acquired is the relationship between an infinite-state system and the finite-state
representation of that system known as its symbolic model (a.k.a. finite abstraction,
or quotient system). Many formal approaches have been developed to handle only
finite-state systems, these approaches become more challenging when the cardin-
ality ofX increases due to the ’curse of dimensionality’, also known as the ’state-space
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explosion’. As the number of states increases, the size of the state space increases
exponentially, which makes the problem intractable for high-dimension systems.
Therefore, symbolic models are used most commonly to address this problem by
reducing the size of a finite system, or map an infinite system to a finite system.
Although, symbolic models reduce the size of the state space, this is different from
model-order reduction that reduces the number of dimensions (covered in later
sections).

Definition 4.8 (Symbolic Model). Let Σ = (X,X0, U, V, g, Y, h) be a system and let
Q be an equivalence relation on X such that (x,x′) ∈ Q implies H(x) = H(x′). X/Q
denotes the set of all equivalence classes on set X . The symbolic model of Σ by Q denoted
Σ̂ is the system (X̂, X̂0, Û , V̂ , ĝ, Ŷ , ĥ) where:

• X̂ = X/Q;

• X̂0 = {x̂ ∈ X̂ | x̂ ∩X0 ̸= ∅};

• Û = U ;

• V̂ = V ;

• x̂
u,v−−→ x̂′ if there exists x u,v−−→ x′ in Σ with x ∈ x̂ and x′ ∈ x̂′;

• Ŷ = Y ;

• ĥ(x̂) = H(x) for some x ∈ x̂.

The symbolic model is designed using techniques from group theory: a quotient
group (also known as factor group) is formed where similar elements are aggreg-
ated together using an equivalence relation that preserves some of the structure of
the system while also ’factoring out’ or ’abstracting away’ unnecessary parts of the
structure [188]. In this thesis the most common use of symbolic models is to grid
the state space, dividing the state space into a grid of squares with height ηx. The
set of infinite states within each grid cell are then represented by one single state
in the cell. This state is known as the representative point and is often the centre
of the cell. Further details of the formulation and uses of symbolic models are
discussed in Chapter 5 and Chapter 6.

4.6 System Specifications

By finding relationships between the behaviours of systems, properties of the sys-
tems can also be related such as the set of reachable states of the systems.

Definition 4.9 (Reachable States). A state xn ∈ X is reachable in system Σ if there
exists an initialised finite internal behaviour where the trajectory ends at state xn:

x0
(u0,v0)−−−−−→ x1

(u1,v1)−−−−−→ . . .
(un−2,vn−2)−−−−−−−−→ xn−1

(un−1,vn−1)−−−−−−−−→ xn.

An output y ∈ Y is reachable in Σ if there exists a reachable state x ∈ X whereH(x) = y.
The reachable set of Σ, written Reach(Σ), is the set of all its reachable outputs.
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Using the above definition for reachability it can be inferred:

Σ ⪯B Σ̂ =⇒ Reach(Σ) ⊆ Reach(Σ̂),

and:
Σ ∼=B Σ̂ =⇒ Reach(Σ) = Reach(Σ̂).

The reachable set is desirable in defining two key elements of formal specifica-
tions; reachability and safety. Reachability specifications ask the question ’is it pos-
sible?’, while safety specifications ask the question ’is it always true?’. For reachab-
ility, some target set T is defined, and the system is tested to see if it is possible
for the system to reach its target. For safety, some region to avoid A is defined,
and the system is tested to see if it will always avoid that region. Notice then that
safety can be shown as Reach(Σ) ∩ A = ∅.
If a system fails, the economic repercussions are high. Whether that is purely in
lost revenue or repair costs and other aspects affected by a system failure. By
designing a rigorous specification that the system holds, it is possible to provide
guarantees on system behaviour.

Model checking verifies the system operation against a given specification [19]. The
two main specifications for systems are safety and reachability. Specifications can
also be combined, such as a reach and stay specification to reach a safe region and
then remain within it, or reach and avoid specification to reach a safe region while
avoiding unsafe regions along its path.

Formula of complex temporal logic are used to define system specifications, the
two main ones are: Linear Temporal Logic (LTL), which is used for specifying lin-
ear time properties, and Computational Time Logic (CTL), used for branching time
properties. In this thesis, LTL specifications only will be considered, as CTL spe-
cifications go beyond the scope of this work, but further details on both can be
found in [19].

Here the notation Y ω is introduced as an infinite sequence of elements in Y and
similarly Uω , V ω , and Xω . These sequences have been called paths or trajectories
so far. Now introduced are the set of labels or atomic prepositions AP. The paths can
then be mapped using a labelling function L : Y → 2AP to a new sequence known
as words. These notions are largely equivalent to observations y and the set of
observations Y .

Definition 4.10 (LTL Syntax). A (propositional) linear temporal logic (LTL) formula ψ
over a given set of atomic prepositions AP is defined recursively as:

ψ := ⊤ | p | ¬ψ |ψ1 ∧ ψ2 |⃝ψ |ψ1 U ψ2,

where the preposition p ⊂ AP is of the set of atomic prepositions and ψ, ψ1 and ψ2 are
LTL formulas.

LTL formulas can be constructed from the set of atomic prepositions, boolean op-
erators, and temporal operators. Standard boolean operator notation is used includ-
ing; true ⊤, negation ¬, and conjunction ∧. Graphical temporal operator notation
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is also used including next ⃝, and until U, where until is right-associative; e.g.
ψ1 U ψ2 U ψ3 = ψ1 U (ψ2 U ψ3). Additional operators can be defined from existing
operators, such as; disjunction ∨, implication =⇒ , eventually ♢, and always □:

ψ1 ∨ ψ2 := ¬(¬ψ1 ∧ ¬ψ2),

ψ1 =⇒ ψ2 := ¬ψ1 ∨ ψ2,

ψ1 ⇐⇒ ψ2 := (ψ1 =⇒ ψ2) ∧ (ψ2 =⇒ ψ1),

♢ψ := ⊤ U ψ,

□ψ := ¬♢¬ψ.

Further powerful and often used expressions in LTL include eventually always
♢□ψ, and always eventually □♢ψ.

A word ρu = ρu(0), ρu(1), ρu(2), . . . ∈ Uω is called an input word. A word of
Σ produced by the input word ρu and originating at x0 ∈ X is a word ρx =
ρx(0), ρx(1), ρx(2), . . . where ρx(k) ∈ X and ρx(k+1)∈g(ρx(k), ρu(k), ρv(k)) for all
k ≥ 1. The set of transitions initialised at x is denoted Σ(x) and the output word
ρy = ρy(0), ρy(1), ρy(2), . . . ∈ Y ω where ρy(k) = h(ρx(k)). A word ρy satisfying an
LTL formula ψ may be written as ρy |= ψ if ρy(0) |= ψ. The set of all words that
satisfy the formula ψ are then called the language and denoted Lψ .

Definition 4.11 (LTL Semantics). The satisfaction of LTL formula ψ over a set of atomic
prepositions AP at position k ∈ N≥0 by word ρy = ρy(0), ρy(1), ρy(2), . . . ∈ L(Y ω),
with labelling function L, written ρy(k) |= ψ, is defined recursively as:

• ρy(k) |= ⊤;

• ρy(k) |= p for some p ∈ AP if ρy(k) = p;

• ρy(k) |= ¬ψ if ρy(k) ̸|= ψ;

• ρy(k) |= ψ1 ∧ ψ2 if ρy(k) |= ψ1 and ρy(k) |= ψ2;

• ρy(k) |=⃝ψ if ρy(k + 1) |= ψ;

• ρy(k) |= ψ1 U ψ2 if
∃ i ∈ N : ρy(k + i) |= ψ2, and ∀ j ∈ N :0 ≤ j < i, ρy(k + j) |= ψ1.

Again further properties can be expressed by combining these semantics into
more powerful specifications. A few examples of LTL specifications in realistic
applications are as follows. A robot visits two regions p1 and p2 infinitely often
is denoted by ψ = (23p1) ∧ (23p2), commonly "always eventually p1 and al-
ways eventually p2". An autonomous vehicle overtaking a parked vehicle while
maintaining a minimum safe distance can be written as ψ = p1 U p2, commonly
"p1 until p2", where p1 indicates the safe region and p2 the target location of the
vehicle after overtaking. The frequency of the power network must always re-
mains inside the range p1 = [49.5, 50.2] Hertz at all times and return back to
p2 = [49.8, 50] if it goes down to p3 = [49.5, 49.8]. This specification can be writ-
ten as ψ = 2p1 ∧ 2(p3 =⇒ 3p2), commonly "always p1 and always if p3 then
eventually p2".
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4.7 Formal Control Synthesis

Formal control synthesis leverages off the previous discussions on specifications
and the equivalence properties. For a system Σ, by finding an equivalent simpler
system Σ̂, computations for control can be done in less time. The shift to a simpler
system is done via an abstraction. The system Σ is partitioned, and each partition
is treated as a single symbolic state in a symbolic model. The symbolic model Σ̂, is
related mathematically to the system Σ in one of the ways discussed in previous
sections.

The desired specification is written using LTL and is given along with Σ̂ to a
formal software tool. The tools attempt to synthesise a formal controller on Σ̂
which guarantees the satisfaction of the specification. If a formal controller can
be synthesised then the controller can be applied to Σ. From the definition of
the symbolic model, the controller for Σ̂ provides the same system guarantees
when applied to Σ due to their equivalence relation. Examples of tools used in
controller synthesis include SCOTS [163] for non-probabilistic models and MAS-
COT [119,121], FAUST2 [175], SReachTools [196], AMYTISS [102], StocHy [35], Sy-
SCoRe [193], and PRISM [97] for systems under stochastic uncertainty. A friendly
competition to compare some formal tools runs yearly [1, 2]. Examples of the em-
ployed techniques include uniform space discretisation in [102, 163], model-order
reductions in [73, 193], adaptive and sequential gridding [35, 175, 177], higher-
order approximations [176], and symbolic abstractions with fairness conditions
[21, 22, 120, 121].

In summary, formal controller design requires three main steps:

1. Define the formal specification - using LTL, the desired system specifica-
tion is written in complex temporal logic. Choosing this specification can be
tricky as a good understanding of the system is required in order to define
wanted behaviour and unwanted behaviour;

2. Create the symbolic model - here the original system dynamics are conver-
ted to a symbolic representation by representing partitions of the state space
as symbolic states;

3. Synthesise symbolic controller - the symbolic model and the specification
are combined to work out legal transitions around the system. Transitions
which do not lead to the satisfaction of the specification are removed from
the symbolic model. Once this process has finished, any remaining state
transitions form the symbolic controller. From the mathematical properties
of the system such as bisimulations, the symbolic controller can be applied
to the original system with formal guarantees that the specification will be
satisfied.

At this point exact system relationships have been discussed where system output
trajectories are the same, either due to behavioural inclusions and simulation re-
lations, or through behavioural equivalence and bisimulations. They provide the
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foundations for Chapter 5 and Chapter 6. In the following chapters the notation Σ

will be explicitly used for the original infinite-state system and Σ̂ for its finite-state
symbolic model.

4.8 Approximate System Relationships

Previous sections have discussed exact simulation relations where Σ̂ simulates Σ
by describing the transitions of Σ̂ in order to match the transitions of Σ and pro-
duce the same output trajectories. This is powerful when reducing an infinite-state
system to a finite-state system through symbolic models but struggles in other
context such as model-order reduction. Model-order reduction takes a large dimen-
sional system and finds a lower-dimension approximation. Denote Σ1 as the high-
dimension original or concrete system and Σ2 as the low-dimension reduced-order
abstract system.

As system models increase in size, so do the number of system states n. Even
with a vast state space, dominant structures composed of a small percentage of
states that characterise the system can be found using model reduction [31]. These
reduced-order models (ROMs) provide efficient, low-dimension systems which main-
tain key system input-output features. A controller designed on a ROM can be
reapplied to the full system and used during real-time simulations. This may be
otherwise impossible due to the computational load of high-dimension full state
systems; a.k.a the curse of dimensionality.

One model-order reduction approach is balanced model reduction which reorders
the states based on their Hankel singular values; more simply from states which
are most sensitive to change (high-energy states) to least sensitive to change (low-
energy states). The matrices can then be truncated to keep only the most relevant
states [131].

To extend the notions of exact simulation relations to ROMs, approximate simu-
lation relations are introduced [65]. These relax the requirement on equality of
the output trajectories, instead requiring the output trajectories simply to remain
close.

Definition 4.12 (Metric System). A system Σ is said to be a metric system if the set of
outputs Y is equipped with a metric m : Y × Y→R≥0.

Definition 4.13 (Approximate Simulation Relation). Consider two metric systems
Σ1 and Σ2 with Y1 = Y2, and ϵ ≥ 0, a relation Rϵ ⊆ X1 ×X2 is called an approximate
simulation relation of Σ1 by Σ2, of precision ϵ, if for all (x1,x2) ∈ Rϵ:

1. m(h1(x1), h2(x2)) ≤ ϵ

2. x
(u1,v1)−−−−−→ x′

1 in Σ1 implies x2
(u2,v2)−−−−−→ x′

2 in Σ2 satisfying (x′
1,x

′
2) ∈ Rϵ.

Σ2 approximately simulates Σ1 with precision ϵ (denoted Σ1 ⪯ϵS Σ2) if there exists Rϵ,
an approximate simulation relation of Σ1 by Σ2, of precision ϵ, such that for all x1 ∈ X10



4.9 System Composition 47

there exists x2 ∈ X20 such that (x1,x2) ∈ Rϵ, where X10 and X20 are the set of initial
states of Σ1 and Σ2 respectively.

When ϵ = 0, the exact simulation relation Σ1 ⪯S Σ2 is recovered. These notions
also extend to approximate bisimulations.

Definition 4.14 (Approximate Bisimulation). Given two systems Σ1 and Σ2 with
Y1 = Y2, and ϵ ≥ 0, then Σ1 is approximately bisimilar to Σ2, written Σ1

∼=ϵS Σ2 if
Σ1 ⪯ϵS Σ2 and Σ2 ⪯ϵS Σ1. Alternatively, Σ1 is approximately bisimilar to Σ2 if there
exists a relation Rϵ such that:

• Rϵ is an approximate simulation relation from Σ1 to Σ2;

• R−1
ϵ is an approximate simulation relation from Σ2 to Σ1.

Again, when ϵ = 0, the exact bisimulation relation Σ1
∼=S Σ2 is recovered. The

concept of the approximate relationship forms the foundations for Chapter 7 and
Chapter 8. In particular, upper bounds of the metrics are computed based on
the fundamental notion of simulation and bisimulation functions defined by Lya-
punov like inequalities. A simulation function of Σ1 by Σ2 is a positive function
defined on X1 × X2, bounding the distance between the observations associated
to the couple (x1,x2) and non-increasing under the dynamics of the systems.

4.9 System Composition

Similar to model-reduction techniques, another approach to reduce the difficulties
associated with the curse of dimensionality is compositionality. It may be possible
to decompose large-dimension system down into several lower-dimension subsys-
tems. This enables symbolic controllers to be designed for the subsystems separ-
ately, which together provide a control technique that covers the large-dimension
system. Composition is discussed in detail in Chapter 9 as it is applied to the
large-dimension New England 39-bus Test System (NETS).

4.9.1 Subsystems

Definition 4.15 (Subsystems). Consider a network ofN subsystems, where each subsys-
tem i can be modelled by Σi = (Xi, U i, V i,W i, gi, Y i1 , Y

i
2 , h

i
1, h

i
2), and i ∈ {1, . . . , N},

where:

• Xi ⊆ Rni

are state sets of subsystems;

• U i ⊆ Rpi are control input sets of subsystems;

• V i ⊆ Rqi are external disturbance sets of subsystems;

• W i ⊆ Rri are internal disturbance sets of subsystems;
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• gi : Xi × U i × V i ×W i → Xi are transition maps describing the evolution of
subsystems;

• Y i1 ⊆ Rmi

are external output sets of subsystems;

• Y i2 ⊆ Rmi

are internal output sets of subsystems;

• hi1 : Xi → Y i1 are external output maps of subsystems;

• hi2 : Xi → Y i2 are internal output maps of subsystems.

The evolution of subsystems can be characterised by

Σi :


ẋi = gi(xi,ui,vi,wi),

yi1 = hi1(x
i),

yi2 = hi2(x
i),

i ∈ {1, . . . , N}. (4.2)

where xi ∈ Xi, yi1 ∈ Y i1 , yi2 ∈ Y i2 , ui ∈ U i, wi ∈ W i, and vi ∈ V i are measurable and
potentially large.

In the following, the definition of interconnected systems is presented where sub-
systems Σi are connected with each other via internal disturbances wi.

Definition 4.16 (Interconnected Systems). Consider a network ofN subsystems Σi, as
defined in Definition 4.15, with a coupling matrixM among them. The interconnection
of Σi for any i ∈ {1, . . . , N}, is the interconnected control system Σ = (X,U, V, g, Y, h),
denoted by I(Σ1, . . . ,ΣN ), such that X := ΠNi=1X

i, U := ΠNi=1U
i, V := ΠNi=1V

i,
g := ΠNi=1g

i, Y := ΠNi=1Y
i
z1 , and h := ΠNi=1h

i
z1 , with internal disturbances constrained

by
[w1; . . . ;wN ] =M[y1

2; . . . ;y
N
2 ].

The evolution of the interconnected system is therefore characterised by

Σ:

{
ẋ = g(x,u,v),

y = h(x)
z ∈ {1, 2}.

In Chapter 9, system composition is combined with approximate simulation to
consider Σi1 = (Xi

1, U
i
1, V

i
1 ,W

i
1, g

i
1, Y

i
11 , Y

i
12 , h

i
11 , h

i
12) as the original (concrete) sub-

system and Σi2 = (Xi
2, U

i
2, V

i
2 ,W

i
2, g

i
2, Y

i
21 , Y

i
22 , h

i
21 , h

i
22) as its (possibly) lower-dimensional

abstraction (with ni2 ≤ ni1).

4.9.2 Assume-Guarantee Contracts

Just as approximate simulation relations relax the definitions of simulation rela-
tions, it is also possible to relax the definitions of temporal logic specifications so
they can be used in the compositional setting. This is done through the use of
assume-guarantee contracts [26].
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The properties expected from a system are called its guarantees. Each guarantee
G relies on a set A of properties called assumptions, expressing boundary condi-
tions for the guarantee G to hold. Guarantees can be combined using conjunction,
where one or more guarantees provide a contract C . Assumptions if false remove
all guarantees that relied on that assumption - other guarantees may still hold.
Mathematically, A =⇒ G .

For an interconnected system with multiple subsystems; assumptions and guar-
antees may have some independence from one another. To subsystems they may
appear to be distinct subcontracts, but for the interconnected system they com-
bine to provide strong guarantees. So, a contract for an interconnected system
with three subsystems can be defined using subcontracts

C1 ⊕ C2 ⊕ C3 ≼ C ,

where ⊕ is the contract composition and ≼ is a refinement relation. For the gen-
eral contracts Ci, Cj under assumptions Ai, Aj and providing guarantees Gi, Gj ,
respectively, Ci refines Cj or Ci ≼ Cj if and only if Aj ⊆ Ai and Gi ⊆ Gj .

Satisfaction of the contract is acquired when individual subsystems hold this re-
finement. Controllers designed on these subsystems then provide a decentralised
approach to acquiring guarantees. Using this concept of assume-guarantee con-
tracts the subcontracts Ci can be replaced by specifications ψi where the composi-
tion of those specifications satisfies the specification of system ψ:

ψ1 ⊕ ψ2 ⊕ ψ3 ⊕ . . . ≼ ψ.

For a composed system, the specification can give guarantees based upon the un-
derlying assumption that subsystems guarantee their individual specifications.
The contracts then compose to form a composed system contract with guarantees.

4.10 Conclusion

This chapter has defined the key terms and theory which provides a foundation
for the control technique to be used in the rest of the thesis. It was seen that

• systems are defined as a tuple of states, inputs, disturbances and outputs
along with the mappings to describe state transitions;

• sound abstractions and complete abstractions which relate two systems to
each other allow an abstraction to be used as a representation of the desired
system, reducing computational complexity;

• symbolic models provide a finite-state representation of infinite-state sys-
tems, greatly reducing the state space under analysis;

• specifications can be rigorously defined for desired system behaviour. Us-
ing formal synthesis tools, these specifications can be guaranteed to hold
through the formal controller synthesis;
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• exact simulation relationships can be relaxed to approximate simulation re-
lationships, useful for quantifying the error in model-order reduction; and

• large systems can be decomposed into smaller subsystems, which when
combined with assume-guarantee contracts can provide techniques to find
guarantees for large system without the computational overhead.

The next chapter will implement formal control synthesis on a small model of a
smart grid. The controller will be designed to use a fleet of electric vehicles as its
input, as well as an example using active buildings as the input.



5 CHAPTER

Formal Synthesis for Frequency
Regulation of Power Systems

In this chapter, a formal controller synthesis approach is proposed for
integrating a population of plug-in electric vehicles (EVs) and energy stor-

age systems (ESSs) to the frequency regulation of power systems. This
chapter is based on the works [209] and [210]. A novel symbolic controller
is designed and simulated for the Great Britain power system. The pro-
posed controller enhances the frequency response behaviour of the sys-
tem when encountering a large outage event. The symbolic controller
guarantees the convergence of the after-event frequency to the specified
safe interval and ensures the frequency never drops below the contingent
zone. The majority of this chapter will discuss the control approach using
EVs, at the end of the chapter a similar case study for ESSs is provided.

5.1 Introduction

On 9th August 2019, there was a power outage event started in Cambridgeshire,
Great Britain (GB), due to a lightning strike that hit overhead transmission lines,
affecting about 1 GW demand (i.e. around 2.5% of total electric demand of the
UK). This caused countrywide losses comprising a 740 MW power station, a 1,200
MW wind farm (on the day outputting 800 MW) and various embedded gener-
ation unit losses leading to a total generation loss as part of the initial event of
over 2000 MW. The frequency of the system fell to 48.8 Hz, below the statutory
limit of 49.5 Hz, at which the automatic protection system known as Low Fre-
quency Demand Disconnection (LFDD) Scheme are triggered to protect the other
95% demand. Due to the LFDD, over one million customers were affected by the
disruption [49]. A normal frequency range was restored within 5 minutes but es-
sential services such as transport, health and water were still affected up to two
days later. This chapter is inspired by such an event.

51
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Frequency response is the reaction to a change in grid frequency. Most frequency
responses occur from the supply-side where the turning on and off of turbines
balance the generation-consumption relationship within the power system. Fu-
ture smart grid technologies look to use demand-side resources to regulate grid
frequency which save costs, energy and time when power disruption events oc-
cur [33, 189]. This chapter studies primary frequency response of the GB grid based
on the model of [134] and shows how a formal controller for plug-in electric vehicles
(EVs) and energy storage systems (ESSs) could aid frequency recovery during sys-
tem contingencies.

EVs have been proposed as a means of frequency regulation due to the fast re-
sponse the EVs can provide to a power disruption event. EVs are essential to the
future of smart grids due to gas and diesel vehicles slowly being phased out [80].
Frequency regulation is the most beneficial ancillary service that EVs can provide
due to minimal impacts on battery degradation. One study even argues that EV
battery life can be extended if EVs take part in demand-side frequency response,
compared with regular EV use [191]. Other EV ancillary services are discussed
in [87]. EVs respond to frequency events depending on the type of plug-in charger
that is being used. Unidirectional chargers receive power from the grid and when
signalled they stop charging to reduce grid the demand. Bidirectional chargers
have the option to discharge energy stored in a EV back into the grid which leads
to wider frequency response services. Bidirectional charging is likely to only be
viable for level 2 type chargers, while unidirectional charging would be valid for
all other levels of charging speed [214]. Charging strategies are discussed in [23].
This chapter uses a simple model based on [133] and [81] to simulate the aggregate
behaviour of a collection of EVs.

Formal methods can be used to achieve frequency response services in the smart
grid. Formal methods give guarantees for safe operation in many safety critical
systems. Similarly, formal verification is a technique used to verify if systems meet
a desired specification. In Chapter 4, the details of encoding a desired specifica-
tion in LTL were discussed. Such specifications are able to accurately capture the
behaviour of a system over time [11].

Formal synthesis consists of designing controllers such that the system satisfies a
desired specifications, e.g. the states remain in the safe region or reach a target
region. Due to the continuous (infinite-state) nature of the state space, abstraction
techniques are a key component of formal synthesis of systems. A system can be
abstracted by partitioning the state space and representing partitions by single
points in the abstract state space. The mathematical properties of the abstract sys-
tem can be used to ensure satisfaction of properties in the original system [11,61].
From abstraction, LTL properties can be preserved with language equivalent re-
lations [11, 126]. Safety, avoiding "bad" states, and reachability, converging to a
winning region, are common requirements of formal specifications. Safety prop-
erties can be verified and enforced with control barrier functions [12, 113], and
in [62], zonotopes are used for reachability. Available tools for formal verification
and synthesis include, but are not limited to SCOTS [163], CORA [92], Pessoa [160]
and SpaceEx [56] for non-probabilistic systems.

A simplified model of the GB power system is given in [134]. Aggregate models
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of EVs are described in [81, 133] in the form of differential equations with non-
linear components. In this chapter, aggregate models of a collection of EVs are
adapted to generate a baseline controller of the system which can use for com-
parison. Requirements on the frequency are expressed (always stay in a safe in-
terval, and do not go outside of a smaller interval for more than a specific time
period) as temporal logic formulae [19]. The available software tool SCOTS [163]
is used to synthesise a controller for the network that guarantees satisfaction of
the temporal formula. SCOTS is a software tool for automatic controller synthesis
through discrete abstractions. Linear and nonlinear differential equations are
over-approximated with finite-state symbolic models and controllers are obtained
in the form of finite-state machines. The symbolic model gives an abstraction that
over-approximates the behaviours of the original system. If the closed-loop sym-
bolic model satisfies the specification, then the original system also satisfies the
specification due to the symbolic approximation including all the behaviours of
the original system.

In brief, the novel aspects of this chapter are summarized as follows:

• A formal controller synthesis approach for integrating a population of EVs
in the power system;

• Application of formal methods in frequency regulation of the network;

• Design and simulation of a novel symbolic controller for the GB power sys-
tem;

• The proposed controller, enhances the frequency response behaviour of the
system when encountered with a large outage event;

• The symbolic controller guarantees the settlement of the after-event’s fre-
quency in the specified safe interval;

• An additional example showing the same approach using ESSs.

This chapter is organised as follows. Section 5.2 provides the current require-
ments on frequency of the grid in case of a power loss. Additionally, this section
contains the GB model and the baseline controller adapted from the literature for
integration of EVs. Section 5.3 shows how the requirements on the frequency as a
temporal logic formula can be encoded. Section 5.4 provide the formal synthesis
approach for finding a controller with guarantees on satisfaction of the require-
ments. In Section 5.5 simulations are presented of the formal controller comparing
it to the baseline controller. In Sections 5.6, additional simulations for an ESS ex-
ample are given. Finally, in Section 5.7 the chapter concludes with all the findings.

5.2 Frequency Control in Power Systems

The system described is a relevant representation of the frequency control in the
GB system and can be used to develop a control logic.
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Figure 12: A simplified GB power system model including EVs for primary fre-
quency response services, based on [134].

5.2.1 Frequency Regulation

Frequency is defined as the number of alternating current cycles per second (in
Hertz) at which a system is running [138]. The Electric System Operator (ESO) in-
creases or decreases system frequency using reserve and response services [137].
Positive service response increases generation or reduces demand while negat-
ive service response does the opposite. Positive response services provide power
within seconds and are automatically triggered by local frequency readings while
reserve services provide power after an instruction is received. If demand is
greater than generation the frequency goes down, if demand is less than genera-
tion the frequency increases. The declared frequency of the GB grid is 50 Hz [136].

5.2.2 Requirements on Frequency

The focus of this chapter will be on events of infrequent infeed losses of 2000 MW,
similar to the sequence of events mentioned in [49] that caused a 2000 MW total
loss within a short period of time. When such large losses occur protocols such as
LFDD are triggered to return stability to the system [138]. The current accepted
maximum normal infeed loss for the GB grid is 1320 MW, while the maximum in-
frequent infeed loss is 1800 MW [142]. A containment zone is given for -0.8 Hz,
this value is the maximum frequency deviation allowed for a loss greater than the
normal infeed loss. For a normal infeed loss, the maximum deviation should stay
within the statutory limits of 50± 0.5 Hz [173]. For plants taking part in frequency
regulation, a droop characteristic of 3-5% is expected [138]. Frequency conditions
are required to have a steady state within statutory limits for normal infeed losses
and in the case of infrequent infeed loss, a violation should occur for no more than
60 seconds [142].

5.2.3 The GB Model

Figure 12 shows the GB grid model used in this chapter that consists of respons-
ive synchronous plants and an aggregate group of EVs. The synchronous plants
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Figure 13: Baseline controller of EV frequency response services when a large
power loss occurs, adapted from [81, 133].

model is discussed in depth in [134]. This chapter is desired to be a proof of
concept not a replication of any specific event therefore values are set using Table 1.
An extensive discussion on modelling of conventional power plants can be found
in [95]. Included is an aggregate model of EVs that are in charging mode and if in-
cluded in frequency response services, they will contribute to primary frequency
control. There are three main frequency response conditions being considered for
the EVs, depending on the charging strategy:

1. EVs do not participate in frequency response services and continue to charge;

2. EVs participate in primary frequency response when plugged in using uni-
directional chargers;

3. EVs participate in primary frequency response when plugged in using bid-
irectional chargers.

5.2.4 Baseline Controller

The adapted aggregate model for these EVs is shown in Figure 13. The particip-
ation factor is the proportion of vehicles available to contribute to frequency con-
trol. In the baseline controller this is calculated by the components between (and
including) the dead-band and saturation. The saturation in the system is used
to determine the participation giving a value between 0 and 1. The participation
value is multiplied by the power per unit (PEV ) and the number of vehicles (NEV )
to form the total power provided for frequency regulation. For bidirectional char-
ging, energy can be discharged back into the grid if necessary so twice as much
power is available per vehicle. It does not include moving vehicles as these would
not contribute to charging demand in the system [81].

For this chapter, participation will be considered the input of the model. The out-
put of the system is the frequency with respect to the time. As the frequency
deviates from the nominal value the controller will increase the participation of
the EVs in the system to provide response services and to return the frequency
back to a steady state as near to the nominal value as possible. The baseline con-
troller is adapted from [81,133] and compared with the formal synthesis approach
of this chapter that finds a symbolic controller with respect to the requirements on
the frequency.
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Figure 14: Frequency control under 2000 MW infrequent infeed loss using differ-
ent EV charging strategies.

5.2.5 Baseline Simulation

When plotting the values from sections 5.2.3 and 5.2.4, Figure 14 is given. It can
be seen that for losses of 2000 MW with no EV input to frequency regulation the
containment limit of 49.2 Hz is breached, the system is in a delicate position and
a large effort is required to return the frequency to stable conditions. Introducing
EVs to primary frequency regulation when considering unidirectional charging
improves the response of the system to large power losses. The frequency falls
below the statutory limits. As this is an infrequent infeed loss, this is acceptable
should the system return to the statutory limits within 60 seconds. In the case of
both charging strategies this is true. Introducing bidirectional charging improves
the recovery even further.

However, simulations will struggle to fully model a real GB system. Inertia changes
due to the infeed loss are not considered within the system and a decrease in in-
ertia leads to a larger rate of change of frequency. This means the maximum fre-
quency loss could be greater than simulated and so suggested techniques may not
be valid in practice. These results are therefore used as a basis for comparison.

Therefore the contribution of this chapter is not the simulation of theoretical res-
ults but the design of a controller with a given formal specification for how the
system should behave. In this regard, the system will be able to show mathem-
atically that a specification holds, using techniques such as over-approximation
to provide formal proofs for the system. This chapter is a proof of concept with
implications for extensions to more complex and real-time systems.
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Table 1: values used for simulation adapted from [81, 133, 134].

Parameters Unidirectional Value Bidirectional Value
1/Req −5 −5
Tg 2.5 2.5
Tt 0.5 0.5
T1 2 2
T2 12 12
Deq 1.0 1.0
Heq 4 4
Tev 0.035 0.035
Rev 0.5 0.5
PEV 0.028 0.056
NEV 25, 000 25, 000
deadband 50± 0.15 50± 0.15

5.3 Temporal Logic

We present again briefly some of the details of temporal logic that were discussed
in Chapter 4. Temporal logic is a formalism for specifying desired properties of
systems that evolve over time. Linear temporal logic (LTL) is a logic that provides a
high-level language for describing such desired behaviour. This logic is primarily
employed for the study of temporal behaviour of finite-state systems [19]. In this
chapter, LTL is considered for specifying the desired behaviour of the frequency
of the grid. LTL formulas ψ from Def. 4.10:

ψ := ⊤ | p | ¬ψ |ψ1 ∧ ψ2 |⃝ψ |ψ1 U ψ2,

where p ⊂ AP is an observation in the system and ψ, ψ1 and ψ2 are LTL formulas.
In addition to the aforementioned operators, LTL can also use disjunction ∨, even-
tually ♢, and always □ operators as ψ1 ∨ ψ2 = ¬(¬ψ1 ∧ ¬ψ2), ♢ψ := (⊤ U ψ) and
□ψ := ¬ (♢¬ψ) respectively.

5.3.1 Formalising the Specification for Frequency

As described in Section 5.2.1, the acceptable behaviours of the frequency as a func-
tion of time when considering power loss in the GB grid are given in natural lan-
guage. These specific behaviours can be express formally in LTL as follows.

First, the frequency should never drop below the containment zone (Z = 49.2
Hz) as, at this frequency, larger scale frequency response is required to return the
system to normal limits and can include load shedding which is hugely disruptive.
This can be written as the safety specification

ψ1 := □(f ≥ Z).

Second, the frequency should remain within the statutory limits S = [49.5, 50.5]
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Hz, for any normal power losses, i.e., loss ≤ L with a predefined L. This can be
represented as the LTL formula

ψ2 := (loss ≤ L) =⇒ □(f ∈ S).

Third, for infrequent infeed losses specified by the inequality loss ≥ L with a pre-
defined L, the frequency must return within 60 seconds to the statutory limits
whenever it leaves that limit. This can be written as the LTL formula

ψ3 := (loss ≥ L) =⇒ ♢60(f ∈ S) (5.1)

Note that ♢60 means the condition holds eventually within the next 60 seconds.
Finally, the desired behaviour of the frequency can be written as

ψ = ψ1 ∧ ψ2 ∧ ψ3.

Specification for designing the controller. As the focus is an infrequent infeed
loss with specification (5.1), reachability is focused on to show that LTL has the
capability of defining a much richer class of behaviours. In particular, a two-
stage controller is considered for the frequency regulation. The first controller is
responsible for bringing the frequency inside an interval T1 and the second con-
troller is responsible for bringing the frequency inside a smaller interval T2 ⊂ T1.

ψ := □(f ≥Z) ∧ [¬(f ∈ T1) =⇒ ♢(f ∈ T1)] ∧
[(f ∈ T1 ∧ f ̸∈ T2) =⇒ ♢(f ∈ T2)] . (5.2)

This specification reduces the pressure on the first controller by bringing the fre-
quency inside the smaller interval T2 in multiple phases. Note that since only
primary frequency response is considered, it is not necessary for the frequency
to return to 50 Hz as other response schemes would respond in real-time scen-
arios to aid the full recovery. Therefore, the specification does not consider any
requirement in ψ on the steady state being at 50 Hz.

Remark 5.1. I note here, that for the following LTL case study we consider eventually
without a restricted time horizon. It would be possible to verify this time horizon after the
fact, or to synthesise the controller with this horizon built in, (similar to approaches that
consider Markov decision processes for stochastic systems). But these ideas are beyond the
scope of this chapter.

5.4 Formal Controller Synthesis

This section discusses how to formally design a controller for integrating EVs in
the grid such that the frequency satisfies the desired behaviour. Such a formal con-
troller design requires that the time evolution of the system is written down as a
dynamical system with differential equations affected by inputs and disturbances.
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5.4.1 Grid as a Dynamical System

The simplified grid model of Fig. 12 can be represented as a dynamical system
by converting the transfer functions into differential equations. The dynamics of
such a system can be written as

ḟ(t) =
1

2Heq
Pp(t) +

PEVNEV
2Heq

u(t)− 1

2Heq
v(t)− Deq

2Heq
f(t)

Ṗg(t) =
1

TgReq
f(t)− 1

Tg
Pg(t)

Ṗl(t) =
T1

T2TgReq
f(t) +

Tg − T1
T2Tg

Pg(t)−
1

T2
Pl(t)

Ṗp(t) =
1

Tt
Pl(t)−

1

Tt
Pp(t). (5.3)

Using these equations, a state space model can be constructed of the form

ẋ(t) = Ax(t) +Bu(t) +Dv(t), (5.4)

where x = [ ∆f,∆Pg,∆Pl,∆Pp ]T ∈ X ⊆ R4 is the state vector (shifted around
their nominal values), u ∈ [0, 1] is the participation ratio as the input, and v ∈ R
is the power loss. The state matrices are

A =


−Deq

2Heq
0 0 1

2Heq
1

TgReq

−1
Tg

0 0
T1

T2TgReq

Tg−T1

TgT2

−1
T2

0

0 0 1
Tt

−1
Tt



B =


pevNev

2Heq

0
0
0

 , D =


−1

2Heq

0
0
0

 .
The power loss is treated as a disturbance v(t) which is bounded by the maximum
power loss.

5.4.2 Symbolic Model of the Grid

Definition 5.1. A symbolic model of dynamical system (5.3) for a sampling time τ is
a transition system of the form Σ̂ := (X̂, Û , ĝ), where X̂ is a finite partition of the state
space of (5.3), Û is a finite subset of input set of (5.3), and ĝ : X̂×Û → 2X̂ is a transition
relation with 2X̂ being the power set of X̂ , see also Def. 4.8.



60 Formal Synthesis for Frequency Regulation of Power Systems

x̂1

x̂2

x̂3

x̂4

x̂5

û1

û2
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û2
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Figure 15: Representation of the Symbolic Model Σ̂ and the Symbolic Control-
ler Ĉ. The symbolic model shows the state space X̂ with {x̂1, x̂2, . . . , x̂5} ∈ X̂

representing partitions of the continuous state space and the input space Û with
values {û1, . . . , û4} ∈ Û . The transition relation ĝ is shown graphically. The sym-
bolic controller stores the appropriate inputs û for each state x̂. Thus the symbolic
controller is treated as a lookup table, providing the input when the system is in a
given state to guarantee specification of a satisfaction.

The transition relation ĝ(x̂, û) is defined as follows: compute all state trajectories
of (5.3) starting from partition set x̂ under the input û and for all possible values
of the disturbance; then x̂′ ∈ ĝ(x̂, û) if x̂′ intersects with this set of trajectories
after a fixed sampling time τ . Fig. 15 (left) shows a graphical representation of a
symbolic model.

Theorem 5.1. The particular construction of the symbolic model Σ̂ implies that Σ̂ overap-
proximates the trajectories of the original model. Thus if a controller is found on the sym-
bolic model that satisfies a given specification, the original model will also satisfy the same
specification for all disturbance trajectories.

Available tools for computation of symbolic models and design of symbolic con-
trollers include SCOTS. These tools usually rely on overapproximating the tra-
jectories of the original model using growth bounds that depend on continuity
properties of the differential equations (5.3). They also use fixed point computa-
tions for finding symbolic controllers. In this chapter, SCOTS is used as it enables
designing symbolic controllers that have the ability to synthesise controllers for
reach, reach-avoid and safety specifications. The computations in SCOTS are im-
plemented in C++ language with a MATLAB interface to view the symbolic state
space along with simulating the closed loop system.
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5.4.3 Symbolic Control for the Grid

A symbolic controller Ĉ for the symbolic model Σ̂ := (X̂, Û , ĝ) defined in Def. 5.1
is in the form of û = Ĉ(x̂) that assigns any partition set x̂ ∈ X̂ to an input û ∈ Û in
order to satisfy the given specification on Σ̂. Such a controller is used to construct
a controller C for the original system (5.4) as follows. Then u(t) = C(x(t)) with
x(t) ∈ x̂ and u(t) = Ĉ(x̂). In other words, the partition set of x(t) is identified and
the input related to that partition set in the symbolic controller is selected as the
input for the original system. Fig. 15 (right) shows a graphical representation of a
symbolic controller.

In the construction of the symbolic model Σ̂, the working region of state variables
is selected as ∆f ∈ [−1, 0.1], ∆Pp ∈ [0, 3], ∆Pg ∈ [0, 2], and ∆Pl ∈ [0, 2]. The val-
ues are generally chosen based on the time constants of the blocks in Fig. 12 and
the range of inputs of these blocks. Adjustments are made to reduce computation
time in simulation. Note that these are the states shifted around their nominal val-
ues. The working region is partitioned along each dimension with discretisation
ηx = 0.05. For the input u ∈ [0, 1], discrete steps of 5% of the total input range
is considered. From these partition sets as symbolic states and inputs, a symbolic
model and a growth bound are calculated. The growth bound is calculated by
taking the Jacobian of the right-hand side of (5.4) in the form of a Metzler matrix.
This is the abstraction of the original system and the transition relation of this new
system is computed for the fixed point computations. The fixed point computa-
tion of the reach specification using the target range is then calculated giving us a
formally synthesised controller. The results of these controllers will be discussed
in Section 5.5.

5.5 Implementation Results

In this section, symbolic controller synthesis is applied to the model of the GB
power grid and compared with the baseline controller of Fig. 13. SCOTS was used
for the design of the symbolic controllers and the simulations were implemented
in MATLAB on a machine equipped with Intel Core i5-7267U 3.1GHz CPU and
8GB RAM. Computing each of the two controller’s reach function takes approx-
imately 28 seconds for unidirectional EVs and 31 seconds for bidirectional EVs.

5.5.1 Simulations with a Multi-Phase Controller

A symbolic controller has been designed for satisfying the specification ψ in (5.2).
The results of the frequency response are presented in Fig. 16 and Fig. 18 for
respectively bidirectionally and unidirectionally charged EVs. The containment
zone (f ≤ Z) that should not be visited is shown in these figures with a box hav-
ing red edges. The target regions f ∈ T2 and f ∈ T1 are shown with boxes having
respectively green and black edges. The symbolic controller uses the following
phases control strategy once the power loss occurs:
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Figure 16: Symbolic control for frequency regulation with bidirectionally charged
EVs. The frequency under the synthesised symbolic controller satisfies the spe-
cification ψ in (5.2) with Z = 49.2, T1 = [49.70, 50] and T2 = [49.85, 50] Hz, but the
baseline controller of Fig. 13 is unable shape the frequency with respect to ψ.

1. If the state is still within the larger target region T1, no participation of EVs
is required (u = 0). This phase is highlighted in light blue in the figures with
name “No Control".

2. Whenever the frequency leaves the larger target region T1, a low-level sym-
bolic controller is activated to bring the frequency inside T1. This phase is
highlighted in light yellow in the figures with name C1.

3. When the frequency is inside T1 but outside of the smaller target region T2,
a second low-level symbolic controller is activated to bring the frequency
inside T2, This phase is highlighted in light green in the figures with name
C2.

4. Finally, if the frequency goes inside the smaller target region T2, the last
value of participation is used. This phase is in white colour in the figures
with name “Fixed Control".

Symbolic controllers C1 and C2 have been designed by solving two reachability
problems with target regions T1 and T2 using SCOTS. The selected parameters
are T1 = [49.70, 50], T2 = [49.85, 50] Hz for bidirectionally charged EVs and T1 =
[49.55, 50], T2 = [49.75, 50] Hz for unidirectionally charged EVs. The results of the
required participation are presented in Fig. 17 and Fig. 19.
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Figure 17: Percentage of participation of bidirectionally charged EVs as a function
of time obtained from the synthesis approach to satisfy ψ in (5.2) and from the
baseline controller of Fig. 13.
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Figure 18: Symbolic control for frequency regulation with unidirectionally
charged EVs. The frequency under the synthesised symbolic controller satisfies
the specification ψ (5.2) with Z = 49.2, T1 = [49.55, 50] and T2 = [49.75, 50] Hz,
but the baseline controller of Fig. 13 is unable shape the frequency with respect
to ψ.
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Figure 19: Percentage of participation of unidirectionally charged EVs as a func-
tion of time obtained from the synthesis approach to satisfy ψ in (5.2) and from
the baseline controller of Fig. 13.

Table 2: Steady state frequency of Baseline Controller for different deadband
thresholds (Hz)

Deadband Unidirectional SS Bidirectional SS
50± 0.00 49.73 49.77
50± 0.05 49.72 49.76
50± 0.10 49.71 49.74
50± 0.15 49.70 49.72
50± 0.20 49.69 49.71
50± 0.25 49.68 49.69
50± 0.30 49.67 49.68
50± 0.35 49.67 49.67
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5.5.2 Formal Guarantees

In order to compare the performance of the approach with the baseline controller
in Fig. 13, the GB model was simulated with the baseline controller having differ-
ent values for the deadband threshold. The steady-state values of the frequency
are reported in Table 2 for both unidirectional and bidirectional EVs. As can be
seen, the highest steady-state frequency is achieved when deadband thresholds
are both 50 Hz, i.e., no deadband component in the baseline controller which re-
quires instantaneous response from the EVs. Even in such a case, the baseline
controller is unable to satisfy the specification ψ in (5.2) as the steady-state is out-
side of the smaller target region T2. In contrast, the multi-phase Controller based
on the two symbolic controllers C1 and C2 satisfies the required specification. This
comes at the cost of higher participation in comparison with the baseline control-
ler as reported in Fig. 17 and Fig. 19.

5.5.3 Robustness of the Controller

To measure the robustness of the controller against uncertainty in the participa-
tion of the EVs, up to 10% uncertainty was allowed for the EV participation of the
symbolic controller. Fig. 20 and Fig. 22 show that both cases of unidirectionally
and bidirectionally charged EVs continue to facilitate satisfaction of the specific-
ation ψ, despite the uncertainty on the participation, although for bidirectional
charging the specification is satisfied after a relatively longer time period (≈ 48
seconds). Fig. 21 and Fig. 23 show the variation in participation is substantial and
that the fixed value assigned inside the winning region, can also fluctuate. Un-
certainty has a larger effect on bidirectional charging than unidirectional charging
as each bidirectional vehicle contributes double the power of its unidirectional
equivalent. With increased uncertainty, the time taken to converge to the winning
region also increases.

Overall, the design approach encourages more refined specifications for the fre-
quency of the grid. It allows designing controllers automatically to satisfy those
specifications with correctness guarantees and is more robust. Other approaches
are unable to provide controllers automatically with correctness guarantees and
require manual tuning of parameters while relying on simulations.

5.6 Using Energy Storage Systems for Frequency Reg-
ulation

In Chapter 3 and Chapter 2 active buildings were used for smart grid control.
ESSs, can connect to the grid through homes or buildings and are used in aggreg-
ation for primary frequency response. In this section, the formal control approach
demonstrates that it will satisfy the specification 5.2 and provide guarantees over
the system. The simulation is based on the same GB power system dynamics
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Figure 20: Symbolic control for frequency regulation with bidirectionally charged
EVs with up to 10% uniformly distributed random uncertainty in participation.
The frequency under the synthesised symbolic controller still satisfies the spe-
cification ψ in (5.2) but the baseline controller fails to do so.
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Figure 21: Percentage of participation of bidirectionally charged EVs that has up
to 10% uniformly distributed random uncertainty in participation, as a function
of time obtained from the synthesis approach to satisfy ψ in (5.2) and from the
baseline controller of Fig. 13.
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Figure 22: Symbolic control for frequency regulation with unidirectionally
charged EVs that has up to 10% uniformly distributed random uncertainty in par-
ticipation. The frequency under the synthesised symbolic controller still satisfies
the specification but the baseline controller fails to do so.
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Figure 23: Percentage of participation of unidirectionally charged EVs that has up
to 10% uniformly distributed random uncertainty in participation, as a function
of time obtained from the synthesis approach to satisfy ψ in (5.2) and from the
baseline controller of Fig. 13.



68 Formal Synthesis for Frequency Regulation of Power Systems

Dead
Band

1
RESS

Droop

1
sTESS+D

Transfer
Function Saturation

PESS

Aggregate ESS
Power

NESS

Total
ESSs

∆u

ESS Aggregation Model

∆f

Figure 24: Baseline controller of ESS frequency response services when a large
power loss occurs, adapted from [81, 133].

with a different baseline controller considering the ESSs. The expected infrequent
infeed loss is 2000 MW. For the system input, the percentage of ESSs which parti-
cipate in demand-side response is used.

The formal synthesis was completed inside the SCOTS software tool. Passing
the formal specification, system dynamics, maximum and minimum values of the
states and size of the partitions into the SCOTS tool will enable it to attempt the
formal controller synthesis. As the technique involves removing states from the
state space that do not lead to satisfaction, i.e. where U(x) = ∅, all states could be
removed. In this case the synthesis will have failed and the SCOTS tool returns no
controller to the user. As SCOTS builds the relationship Σ ∼= Σ̂, should the SCOTS
tool return a controller to the user then guarantees are provided that the controller
will satisfy the specification.

After successfully synthesising the controller for the system, simulations to com-
pare the performance to a baseline controller are devised. The baseline controller
accepts the system frequency, ∆f , as an input and consists of a frequency dead-
band, a transfer function and a saturation block to determine the percentage of
ESSs required to participate in frequency regulation, ∆u. This participation value
is multiplied by the aggregate ESS power, PESS , and number of ESSs, NESS , to
calculate a total demand response from ESSs for frequency regulation at that time
instance; as shown in Fig. 24.

The control strategy implemented involved several phases which are each rep-
resented in the further figures by a shaded colour in the background. In the first
phase, there is no initial ESS participation as the frequency is inside the safe in-
terval T1, phase shown in light blue. When the frequency leaves the safe interval,
the first controller C1 attempts to return the frequency to T1 again, phase shown
in yellow. Once achieved, controller C2 takes over and tries to transition the fre-
quency to smaller region T2, phase shown in white. Upon entering T2, the ESS
participation value is fixed, unless the frequency oscillates outside the region or
normal system operation is restored, phase shown in green. In the same manner
the baseline controller provides no participation when the frequency is inside the
larger safe zone T1, and this is managed by the deadband.

In Fig. 25 and the following figures, the region T1 is marked in black, T2 in green,
and Z in red. This model updated every 0.2 seconds. The frequency under the
synthesised symbolic controller satisfies the formal specification ψ with T1 =
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(a) (b)

Figure 25: Symbolic control of the frequency using ESSs (a) and the participation
of ESSs over time (b).

[49.55, 50] and T2 = [49.75, 50] Hz, but the baseline controller is unable to shape
the frequency with respect to ψ.

To test the robustness of the controller, uncertainty is added to ESS response.
Adding a uniformly distributed random uncertainty of up to 10% participation
was found to still satisfy the specification as shown in Fig. 26, and outperform
the equivalent baseline controller. In both controller scenarios the minimum fre-
quency value shifts slightly lower, this is because the uncertainty in the participa-
tion reduces the amount of energy used for response. This leads to a larger RoCoF
and so, for the same time horizon, lower frequency values are reached.

This case study approach can also be applied to more complex and nonlinear sys-
tems, but with increased computations. Fig. 26 showed the results of the system
with an uncertain participation value but extensions can also be made to include
uncertainty of the plant values or increasing the participation uncertainty. To con-
tinue to provide guarantees in the cases of uncertainty, one approach uses formal
methods for stochastic systems. The guarantees are to a certain confidence level,
this can be a % confidence that the guarantees are provided or a full guarantee
within a particular range.

5.7 Conclusion

In conclusion, this chapter proposes a new approach for integration of EVs and
ESSs in frequency response services with the following features:

• A proof of concept for the design and use of symbolic controllers in primary
frequency response services;

• Using temporal logic to encode the requirements on the frequency that are
usually expressed in natural language;
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Figure 26: Symbolic control of the frequency using uncertain ESSs (a) and the
participation of uncertain ESSs over time (b).

• Formal guarantees on satisfaction of such requirements under the synthes-
ised symbolic controller;

• Enhanced response to large frequency loss events with symbolic control due
to a more robust controller design;

• The controller is robustness against uncertainty in the EVs participation;

• Simulation results that show correctness of the controller design against a
more refined specification on the GB grid.

The next chapter will extend the symbolic control method from a model-based
control method seen in this chapter to a data-driven control method.



6 CHAPTER

Data-Driven Abstraction-Based
Control Synthesis

This chapter investigates formal synthesis of controllers for
continuous-space systems with unknown dynamics to satisfy

requirements expressed as linear temporal logic formulas. Abstraction-
based schemes relying on precise mathematical models are not applicable
when the dynamics of the system are unknown. This chapter is based
on the work [86], which computes a growth bound of the system using a
finite number of trajectories. The computed growth bound together with
the sampled trajectories are then used to construct the abstraction and
synthesise a controller. The approach casts the computation of a growth
bound as a robust convex optimisation program (RCP). Since the un-
known dynamics appear in the optimisation, a scenario convex program
(SCP) is formulated corresponding to the RCP using a finite number
of sampled trajectories. The data-driven approach is demonstrated on
several case studies, including a DC-DC boost converter and a 3 area 3
machine power system example.

Notation. The operator ∥ · ∥ to denotes the infinity norm. The notation Ωε(c) :=
{x ∈ Rn | ∥x− c∥ ≤ ε } denotes the ball with respect to infinity norm centred at
c ∈ Rn with radius ε ∈ Rn>0. A probability space (Ω,FΩ,PΩ) is defined, where Ω
is the sample space, FΩ is a sigma-algebra on Ω comprising its subsets as events,
and PΩ is a probability measure that assigns probabilities to events. Primarily in
this chapter, the terms finite abstractions and continuous-state systems are used
instead of the equivalent terms symbolic models, and infinite-state systems. Sys-
tems are described as having action spaces, equivalent to input spaces, the space
from which an action/input is selected for control.

71
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6.1 Introduction

One of the major objectives in the design of safety-critical systems is to ensure
their safe operation while satisfying high-level requirements. Through this thesis
the safety-critical systems of interest are power systems, and in particular smart
grids. Although safety-critical systems also include autonomous vehicles, traffic
control, and battery-powered medical devices. Automatic design of controllers
for such systems that can fulfil the given requirements have received significant
attention recently. These systems can be represented as control systems with con-
tinuous state spaces. Within these continuous spaces, it is challenging to lever-
age automated control synthesis methods that provide satisfaction guarantees
for high-level specifications, such as those expressed in Linear Temporal Logic
[19, 25, 64, 188].

A common approach to tackle the continuous nature of the state space is to use
abstraction-based controller design (ABCD) schemes [25, 122, 167, 188]. The first step
in the ABCD scheme is to compute a finite abstraction by discretising the state and
action spaces. Finite abstractions are connected to the original system via an ap-
propriate behavioural relation such as feedback refinement relations or alternating
bisimulation relations [153, 188]. Under such behavioural relations, trajectories of
the abstraction are related to the ones of the original system. Therefore, a control-
ler designed for the simpler finite abstract system can be refined to a controller for
the original system. The controller designed by the ABCD scheme is described
as being formal due to the guarantees on satisfaction of the specification by the
original system in a closed loop with the designed controller.

ABCD schemes generally rely on a precise mathematical model of the system.
This stems from the fact that establishing a behavioural relation between the ori-
ginal system and its finite abstraction uses reachability analysis over the dynamics
of the original system that require knowledge of the dynamical equations. Al-
though such equations can in principle be derived for instance by using physics
laws, the real-world control systems are a mixture of differential equations, block
diagrams, and lookup tables. Therefore, extracting a clean analytical model for
systems of practical interest could be infeasible. A promising approach to tackle
this issue is to develop data-driven control synthesis schemes with appropriate
formal (probabilistic) guarantees.

6.1.1 Contributions

The main contribution of this chapter is to provide a data-driven approach for
formal synthesis of controllers to satisfy temporal specifications. A brief overview
of the approach can be seen in Fig. 27. This chapter focuses on continuous-time
nonlinear dynamical systems whose dynamics are unknown but sampled traject-
ories are available. The approach constructs a finite abstract model of the system
using only a finite number of sampled trajectories and a growth bound of the sys-
tem. This approach formulates the computation of a growth bound as a robust con-
vex program (RCP) that has infinite uncountable number of constraints. This then
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Figure 27: A diagram illustrating the steps of the proposed data-driven method
for constructing finite abstractions.
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approximates the solution of the RCP with a scenario convex program (SCP) that has
a finite number of constraints and can be solved using only a finite set of sampled
trajectories. This establishes a sample complexity result that gives a lower bound
for the required number of trajectories to guarantee the correctness of the com-
puted growth bound over the whole state space with a given confidence. A sample
complexity result for the satisfaction of the specification on the system in closed
loop with the designed controller for a given confidence is also provided. The
result requires estimating a bound on the Lipschitz constant of the system with
respect to the initial state, that is obtained using extreme value theory. As a last
contribution, this chapter shows that the approach can be extended to a model-
free abstraction refinement scheme by modifying the formulation of the system’s
growth bound and providing similar sample complexity results. The performance
of the approach is demonstrated on two case studies.

The sample complexity result requires knowing a (possibly conservative) bound
on the Lipschitz constant of the system. Algorithms founded on the extreme value
theory can be utilised to estimate the true Lipschitz constant [202,204]. The estim-
ated values will converge to a true Lipschitz constant when the number of samples
used for this estimation goes to infinity. This sample complexity result for the ab-
straction and synthesis is valid under the assumption that these estimations give
a correct upper bound on the Lipschitz constant.

The remainder of this chapter is organised as follows. After discussing the related
work, Section 6.2 covers preliminaries on dynamical systems and finite abstrac-
tions and provides the problem statement. Section 6.3 presents the assumptions
and theoretical results needed for connecting RCPs and their corresponding SCPs.
Section 6.4 presents the approach on data-driven computation of a growth bound
and the abstraction and prove the sample complexity result under the assump-
tion of knowing a bound on the Lipschitz constant of the system. Estimation of
the bound on the Lipschitz constant of the system for computing the number of
samples is also discussed in this section. Section 6.5 discusses the extension of
the approach to a data-driven abstraction refinement scheme. Several numerical
examples are provided in Section 6.6 that support the theoretical findings. Finally,
Section 6.7 concludes.

6.1.2 Related Work.

There is an extensive body of literature on model-based formal synthesis for both
deterministic and probabilistic systems, such as the books [19, 25, 188], seminal
chapters [3, 64], and the survey chapter [99]. Data-driven approaches for analysis,
verification, and synthesis of systems have received significant attention to im-
prove efficiency and scalability of model-based approaches, and to study prob-
lems in which a model of the system is either not available or costly and time-
consuming to construct. Given a prior inaccurate knowledge about the model of
the system, a research line is to use data for refining the model and then synthesise
a controller. Such approaches assume a class of models and improve the estima-
tion of the uncertainty within the model class. These approaches range from using
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Gaussian processes [20, 129], differential inclusions [46], rapidly-exploring ran-
dom graphs [70], piecewise affine models [165], and model-based reinforcement
learning algorithms [38]. A data-driven framework is proposed by Fan et al. [52]
for verifying properties of hybrid systems when the continuous dynamics are un-
known but the discrete transitions are known.

The work [37] considers the verification of stochastic neural network controllers
for signal temporal logic specifications. Similarly, the works [111, 112] guarantees
signal temporal logic specifications for control barrier functions using data. Signal
temporal logic is studied for semi-supervised control design in [108]. Data-driven
reachability analysis is studied in [109]. The work [152] discusses control synthesis
using deep kernel learning. Safety guarantees for bayesian neural networks are
discussed in [203]. Forward invariance in neural network controlled systems is
examined in [74]. Interval reachability for nonlinear systems with neural network
controllers is considered in [82].

Data-driven approaches for solutions of scenario convex programs are developed
for switching systems by Wang and Jungers to establish stability [200] and by Ber-
ger et al. for invariant subspace identification [27]. Ahmad et al. [5] have developed
an adaptive sampling-based approach for motion planning using deterministic
nonlinear control systems and robust control barrier functions. Zhong et al. [217]
have studied linear dynamical systems with bounded disturbances by proposing
a data-driven method to compute state feedback controllers that enforce staying
in safety invariant sets by using finite number of state-input data points. Co-
hen et al. [39] have developed a model-based reinforcement learning approach to
satisfy linear temporal logic specifications on continuous-time nonlinear systems.

Data-driven model-free approaches compute the solution of the synthesis prob-
lem directly from data without constructing a model. Hsu et al. [76] provide a
reach-avoid Q-learning algorithm with convergence guarantees for an arbitrarily
tight conservative approximation of the reach-avoid set. Wang et al. [198] propose
a falsification-based adversarial reinforcement learning algorithm for metric tem-
poral logic specifications. Satisfying signal temporal logic specifications is studied
by Verdier et al. [194] using counterexample-guided inductive synthesis on nonlin-
ear systems, and using model-free reinforcement learning by Kalagarla et al. [83]
to satisfy signal temporal logic specifications. A learning framework for synthesis
of control-affine systems is provided by Sun et al. [183]. Watanabe et al. [201] study
learning from demonstration while preventing the violation of safety under the
learned policy. The recent chapters [103, 166] propose a data-driven approach to
compute barrier certificates with correctness guarantees on satisfaction of safety
specifications.

The research on data-driven constructions of abstract models is very limited. Legat
et al. [107] provide an abstraction-based controller synthesis approach for hybrid
systems by computing Lyapunov functions and Bellman-like Q-functions, and us-
ing a branch and bound algorithm to solve the optimal control problem. This
differs from this approach where it is wanted to satisfy temporal specifications
instead of solving optimal control problems. Makdesi et al. [124, 125] studied un-
known monotone dynamical systems and sampled a set of trajectories generated
by the system to find a minimal map overapproximating the dynamics of any sys-
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tem that produces these transitions. Consequently, they calculate an abstraction
of the system related to this map and prove that an alternating bisimulation rela-
tion exists between them. In contrast, the approach is not restricted to monotone
systems and is applicable to any nonlinear dynamical system. Abstract models
are also constructed for stochastic systems using sampled data.

Data-driven construction of abstract models for stochastic systems has also been
studied recently. Badings et al. [17, 18] consider constructing abstract models in
the form of interval Markov decision processes (IMDPs) by computing probably
approximately correct (PAC) bounds on the transition probabilities of the system.
This makes the approach applicable for satisfying infinite-horizon specifications
and providing confidence bounds on the (probabilistic) satisfaction of the specific-
ation. The work by Lavaei et al. [104] constructs finite MDPs using data for general
nonlinear stochastic systems utilising the concept of stochastic bisimulation func-
tions. The focus of these works is on stochastic systems, but this chapter develops
the results for non-probabilistic systems.

The closest works to the problem formulation is the work by Devonport et al. [45]
and the work of Xue et al. [212], where data-driven abstraction techniques are
provided for satisfying finite-horizon specifications. The results of this chapter
are more general and provide stronger guarantees in two main aspects. First, the
constructed abstraction can be used for synthesising a controller against any lin-
ear temporal logic (LTL) specification and is not restricted to a fragment of LTL
specifications. The sample complexity result is independent of the horizon of the
specification and does not limit using the approach on finite-horizon specifica-
tions. Second, the guarantee provided by Devonport et al. and by Xue et al. are
based on PAC bounds, which means the constructed abstraction is always wrong
on a small subset of the state space whose size can be made smaller at the cost
of high computational efforts, and the approach will require infinite number of
samples if the size of this subset is set to zero. The formulated guarantee ensures
that the abstraction is valid on the entire state space with high confidence (i.e.,
confidence close to 1). The confidence is specified by (1− β) in this chapter and is
interpreted from the frequentist view of probability: if the algorithm is run mul-
tiple times, a correct abstraction is always generated except for a small number
of times reflected in the confidence value. Having such a confidence value is es-
sential in the approach since it relies on data gathered from the system. Smaller
values of β gives higher confidence on getting a correct abstraction. This in turn
increases the computational complexity of the approach since β appears directly
in the sample complexity results.

In this approach, the synthesis problem is formulated as a robust convex program
and approximated with a scenario program. Such approximations have been
studied for the past two decades. Calafiore and Campi [32] provide an approxim-
ately feasible solution for the associated chance-constrained program by solving
a scenario program, and give a sample complexity result. Relaxing the convex-
ity assumption is studied by Soudjani and Majumdar [179] by assuming addi-
tional properties of the underlying probability distributions. The results by Esfa-
hani et al. [51] will be used, where the optimality of the robust program is connec-
ted directly to the scenario program for performing data-driven verification and
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synthesis. Inspired by the works of Wood and Zhang [204], and Weng et al. [202],
this chapter will use extreme value theory to estimate the Lipschitz constant needed
for the sample complexity results.

6.2 Preliminaries and Problem Statement

6.2.1 Preliminaries

Control Systems. Similar to Def. 4.1, a continuous-time control system is a tuple
Σ = (X,xin, U, V, g), where X ⊂ Rn is the state space, xin ∈ X0 ⊂ X is the initial
state, U ⊂ Rm is the input space, and V ⊂ Rq is the disturbance space which is
assumed to be a compact set containing the origin. The vector field g : X×U → X
is such that g(·,u) is locally Lipschitz for all u ∈ U . The evolution of the state of Σ
is characterised by the differential equation

ẋ(t) = g(x(t),u(t)) + v(t), (6.1)

where v(t) ∈ V represents the additive disturbance.

Consider the class of input and disturbance signals u : R≥0 → U and v : R≥0 → V
to be piecewise constant with respect to a sampling time τ > 0, i.e., u(t) = u(kτ)
and v(t) = v(kτ) for every kτ ≤ t < (k + 1)τ and k ∈ N≥0.

Trajectories of Control Systems. This chapter considers control systems Σ =
(X,xin, U, V, g) whose vector fields g are not known, but whose time-sampled tra-
jectories can be observed. In order to define time-sampled trajectories, it is neces-
sary to first define continuous-time trajectories of control systems. Given a sampling
time τ > 0, an initial state x0 ∈ X , a constant input u ∈ U , and a constant dis-
turbance v ∈ V , define the continuous-time trajectory ζx0,u,v of the system on
the time interval [0, τ ] as an absolutely continuous function ζx0,u,v : [0, τ ] → X

such that ζx0,u,v(0) = x0, and ζx0,u,v satisfies the differential equation ζ̇x0,u,v(t) =
g(ζx0,u,v(t),u) + v for almost all t ∈ [0, τ ]. The solution of (6.1) from x0 for the
constant control input u with v(t) = 0 for all t ≥ 0 is called the nominal trajectory
of the system. For a fixed τ , the operators are defined as

φ(x,u,v) := ζx,u,v(τ) and
Φ(x,u) := {φ(x,u,v) | v ∈ V }

respectively for the trajectory at time τ and the set of such trajectories starting from
x. A sequence x0,x1,x2, . . . is a time-sampled trajectory of Σ if for each i ≥ 0, then
xi+1 ∈ Φ(xi,ui) for some ui ∈ U .

Remark 6.1. The effect of general disturbance signals {v : R≥0 → V ′} that are not ne-
cessarily piecewise constant, on the time-sampled trajectory x0,x1,x2, . . . can be overap-
proximated by a set of piecewise constant disturbances {v : R≥0 → V } such that V ′ ⊂ V .
The derivation of V from V ′ depends on the sampling time τ and the continuity properties
of the system.
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Note that selecting a sampling time τ and considering time-sampled trajectories
is essential for defining linear temporal specifications in their full generality, as
defined next.

LTL Specifications. The control tasks are defined using Linear Temporal Logic
(LTL). From Def. 4.10, LTL specifications are considered with syntax

ψ := ⊤ | p | ¬ψ |ψ1 ∧ ψ2 |⃝ψ |ψ1 U ψ2,

where p ⊂ Rn is an element of the set of atomic propositions AP . The reader is
referred back to Chapter 4 for further details on temporal logic specifications.

Feedback Controller. A feedback controller for Σ is a function C : X → U . The
feedback composition of Σ and C is denoted by C ∥ Σ. The set of trajectories of the
closed-loop system C ∥ Σ consists of all finite trajectories x0,x1,x2, . . . such that
for all i ∈ N≥0, then xi+1 ∈ Φ(xi,C(xi)).

Finite Abstraction of Control Systems. Let Σ = (X,xin, U, V, g) be a control sys-
tem, τ > 0 be a fixed sampling time, and ηx ∈ Rn>0 and ηu ∈ Rm>0 denote the
discretisation parameters for state and input spaces, respectively. Let X̂ ⊂ X be a
finite set of points that are equally spaced with respect to the state space discret-
isation parameter ηx, and Û be a finite subset of equally spaced points the state
input discretisation parameter ηu. A finite-state abstraction of Σ is denoted by a
tuple Σ̂ = (X̂, Û , ĝ), where x̂′ in ĝ(x̂, û) if there is a pair of states x ∈ Ωηx(x̂) and
x′ ∈ Ωηx(x̂

′) such that x′ ∈ Φ(x, û), similar to Def. 4.8. Note that, the larger ηx
is (where comparison is made dimension-wise), the smaller is the cardinality of
X̂ resulting in a coarser abstraction. On the other hand, the smaller ηx is then
the more precise the abstraction Σ̂ will be, increasing the chance of a successful
controller synthesis (e.g., [188] for more details on this construction).

Feedback Refinement Relation. Let Σ be a control system and Σ̂ be its finite-state
abstraction. A feedback refinement relation (FRR) from Σ to Σ̂ is a relationQ ⊆ X×X̂
s.t. for all x ∈ X there is some x̂ ∈ X̂ such that Q(x, x̂) and for all (x, x̂) ∈ Q, then
(i) Û ⊆ U , and (ii) u ∈ Û ⇒ Q(g(x,u)) ⊆ ĝ(x̂,u). It is written Σ ⪯Q Σ̂ if Q is an
FRR from Σ to Σ̂.

Abstraction-based Controller Synthesis. The synthesis objective is expressed as
LTL specifications. The abstraction-based controller design (ABCD) [153] is a 3-
step method to find a robust controller for the control system Σ. First, a finite
state abstraction Σ̂ is computed s.t. Σ ⪯Q Σ̂. Second, an abstract controller is
synthesised of the form Ĉ : X̂ → Û for Σ̂ using methods from the reactive syn-
thesis literature. Finally, the desired controller C is obtained as C := Ĉ ◦ Q. It is
known that this three step process produces a controller C such that C ∥ Σ satisfies
the specification [153]. For the details of the tool implementation using abstract
models see [163].
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6.2.2 Problem Statement

Abstraction-based control design (ABCD) for systems with unknown dynamics are
studied using available data from the system such that a given specification is
satisfied with high confidence on the closed-loop system.

Assumption 6.1. The vector field g of the control system Σ = (X,xin, U, V, g) is un-
known, but sampled trajectories of the system can be obtained in the form of SN :=
{(xk,uk,x′

k) |x′
k ∈ Φ(xk,uk), k = 1, 2, . . . , N}.

Problem Description 6.1 (Data-driven ABCD). Inputs: Control system Σ =
(X,xin, U, V, g) with unknown vector field g, specification ψ, sampled trajectories SN ,
and confidence parameter β ∈ (0, 1).
Outputs: Abstract model Σ̂, abstract controller Ĉ, and refined controller C for Σ, such
that C ∥ Σ satisfies ψ with confidence (1− β).

The first step of the ABCD is to compute a finite abstraction Σ̂ for Σ. Once such an
abstraction is computed, synthesis of the controller Ĉ and refining it to C follows
the model-based ABCD scheme. Therefore, the main challenge is to provide a
data-driven computation of the abstraction Σ̂ that is a true overapproximation of
Σ with confidence (1− β).

Problem Description 6.2 (Data-driven Abstraction). Inputs: Control system
Σ = (X,xin, U, V, g) with unknown vector field g, sampled trajectories SN , discret-
isation parameters ηx and ηu, and confidence parameter β ∈ (0, 1).
Outputs: Finite model Σ̂ that is an abstraction of Σ with confidence (1− β).

In this chapter, Problem 6.2 is tackled by showing how to construct Σ̂ from sampled
trajectories SN , and providing a lower bound on the data size N in order to en-
sure correctness of the abstraction with confidence (1−β). The required theoretical
concepts are presented in the next section.

6.3 Robust Convex Programs

This section describes robust convex programs (RCPs) and the data-driven approx-
imation of their solution. In Sections 6.4 and 6.5, it is shown how such an approx-
imation can be used for solving the data-driven abstraction in Problem 6.2.

Let T ⊂ Rq be a compact convex set for some q ∈ N and c ∈ Rq be a constant
vector. Let (D,FD,PD) be the probability space of the uncertainty and Λ: T ×D →
R be a measurable function, which is convex in the first argument for each d ∈ D,
and bounded in the second argument for each θ ∈ T . The RCP is defined as

RCP:

{
minθ c

⊤θ

s.t. θ ∈ T and Λ(θ, d) ≤ 0 ∀d ∈ D.
(6.2)
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Computationally tractable approximations of the optimal solution of the RCP (6.2)
can be obtained using scenario convex programs (SCPs) that only require gathering
finitely many samples from the uncertainty space [51]. Let (di)Ni=1 beN independ-
ent and identically distributed (i.i.d.) samples drawn according to the probability
measure PD. The SCP corresponding to the RCP (6.2) strengthened with γ ≥ 0 is
defined as

SCPγ :

{
minθ c

⊤θ

s.t. θ ∈ T , and Λ(θ, di) + γ ≤ 0 ∀i ∈ {1, 2, . . . , N}.
(6.3)

The optimal solution of RCP (6.2) is denoted as θ∗RCP and the optimal solution of
SCPγ (6.3) as θ∗SCP . Note that θ∗RCP is a single deterministic quantity but θ∗SCP is
a random quantity that depends on the i.i.d. samples (di)

N
i=1 drawn according to

PD. The RCP (6.2) is a challenging optimisation problem since the cardinality ofD
is infinite and the optimisation has infinite number of constraints. In contrast, the
SCP (6.3) is a convex optimisation with finite number of constraints for which effi-
cient optimisation techniques are available [30]. The following theorem provides
a sample complexity result for connecting the optimal solution of the SCPγ to that
of the RCP.

Theorem 6.1 ( [51]). Assume that the mapping d 7→ Λ(θ, d) in (6.2) is Lipschitz con-
tinuous uniformly in θ ∈ T with Lipschitz constant Ld and let Υ: [0, 1] → R≥0 be a
strictly increasing function such that

PD(Ωε(d)) ≥ Υ(ε), (6.4)

for every d ∈ D and ε ∈ [0, 1]. Let θ∗RCP be the optimal solution of the RCP (6.2) and
θ∗SCP the optimal solution of SCPγ (6.3) with

γ = LdΥ
−1(ε) (6.5)

computed by taking N i.i.d. samples (di)
N
i=1 from PD. Then θ∗SCP is a feasible solution

for the RCP with confidence (1− β) if the number of samples N ≥ N(ε, β), where

N(ε, β) := min

{
N ∈ N

∣∣∣ q−1∑
i=0

(
N

i

)
εi(1− ε)N−i ≤ β

}
, (6.6)

with q being the dimension of the decision vector θ ∈ T .

6.4 Data-Driven Abstraction

This section first discusses the steps required for model-based abstraction of con-
trol systems. Then it shows how this can be formulated as an RCP and presents
its associated SCP. Finally, the connection between the RCPs and SCPs is used in
Theorem 6.1 to provide a lower bound for number of required samples to cer-
tify a desired confidence. The simplifying assumption used in this section is that
samples from the nominal trajectories of the system Σ are also available in the form
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of {(xk,uk,x′
k) |x′

k = φ(xk,uk, 0), k = 1, 2, . . . , N}. Discussed in the next section
is how this assumption can be relaxed by modifying the inequality of the growth
bound.

6.4.1 Growth Bound for Reachable Sets

Consider a control system Σ = (X,xin, U, V, g) with the disturbance set V =
[−v̄, v̄] for some vector v̄ ∈ Rn≥0. Let ηx and ηu be discretisation parameters for the
state and input spaces X and U used to construct X̂ and Û of sizes nx and nu, re-
spectively. The first step of ABCD is to compute a finite abstraction Σ̂ = (X̂, Û , ĝ)
using overapproximations of the reachable sets for every pair of abstract state and
input. The reachable set for every pair (x̂, û) ∈ X̂ × Û is defined as

Reach(x̂, û) := {x′ ∈ Φ(x, û) | x ∈ Ωηx(x̂)}.

The set Reach(x̂, û) is usually overapproximated using a growth bound of the
system dynamics [153].

Definition 6.1. For a control system Σ with abstract state and input spaces X̂, Û , a
function κ : Rn≥0× X̂× Û → Rn≥0 is called a growth bound function for Σ if it satisfies

|φ(x, û,v)− φ(x̂, û, 0)| ≤ κ(|x− x̂|, x̂, û) (6.7)

∀x̂ ∈ X̂, ∀û ∈ Û , ∀x ∈ Ωηx(x̂), ∀v ∈ V.

Note that φ(x̂, û, 0) is the nominal (disturbance-free) trajectory of the system. Us-
ing this definition, for every abstract state-input pair (x̂, û) ∈ X̂× Û , the reachable
set Reach(x̂, û) is overapproximated with a ball centred at z(x̂, û) := φ(x̂, û, 0)
with radius λ(x̂, û) := κ(ηx, x̂, û).

When the system dynamics are known, it is shown by Reissig et al. [153] that a
growth bound for the system can be computed as

κ(r, x̂, û) = eL(û)τr+

∫ τ

0

eL(û)sv̄ds, (6.8)

for all r ∈ Rn≥0, x̂ ∈ X̂ , and û ∈ Û , where v̄ is the upper bound of the disturbance
and L : Û → Rn×n is a matrix such that the entries of L(û) satisfy the following
inequality for all x ∈ X :

Li,j(û) ≥
{
Djgi(x, û) i = j
|Djgi(x, û)| i ̸= j,

(6.9)

for all i, j ∈ {1, 2, . . . , n}, where gi(x,u) is the ith element of the vector field g(x,u)
and Djgi is its partial derivative with respect to the jth element of x.
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6.4.2 SCP for the Computation of Growth Bound

When the model of the system is unknown, the growth bound in (6.8) is not avail-
able since the matrix L(û) defined using (6.9) is not computable. To tackle this
bottleneck, the aim is to compute a growth bound for the system that has the fol-
lowing parameterised form

κθ(r, x̂, û) := θ1(x̂, û)r+ θ2(x̂, û),∀r ∈ Rn≥0, x̂ ∈ X̂, û ∈ Û , (6.10)

where θ1 ∈ Rn×n and θ2 ∈ Rn. The concatenation of columns of θ1 and θ2 is
denoted by θ ∈ Rn2+n.

Remark 6.2. The parameterised growth bound in (6.10) is linear with respect to r similar
to (6.8), but is more general and less conservative by allowing θ1, θ2 to depend on x̂ (i.e.,
they are defined locally for each abstract state).

Theorem 6.2. The parameterised growth bound in (6.10) can be computed by solving the
following robust convex program

minθ c
⊤θ

s.t. 0 ≤ θ ≤ θ̄, and ∀x ∈ Ωηx(x̂), ∀v ∈ V,
|φ(x, û,v)− φ(x̂, û, 0)| − κθ(|x− x̂|, x̂, û) ≤ 0,

(6.11)

where c = [1, 1, . . . , 1] ∈ Rn2+n and θ̄ is a sufficiently large positive vector.

Proof. The inequality in (6.11) is a reformulation of (6.7) with a special choice of κ
in (6.10), Therefore, the optimisation (6.11) is in fact a robust convex program. Let
D = Ωηx(x̂)× V be the uncertainty space and

Λ(θ,x,v) := |φ(x, û,v)− φ(x̂, û, 0)| − κθ(|x− x̂|, x̂, û)

for all x ∈ Ωηx(x̂) and v ∈ V and fixed (x̂, û) ∈ X̂ × Û . It is necessary to show
that Λ is convex in θ for each (x,v) ∈ D and bounded in (x,v) for every θ ∈ [0, θ̄].
The convexity holds due to the parameterisation of κθ in (6.10) being linear with
respect to the optimisation variables in θ. The boundedness holds due to the set
D being compact and trajectories of the system being continuous.

To construct the SCPγ associated with the RCP (6.11), fix x̂ ∈ X̂ and û ∈ Û ,
consider a uniform distribution on the space D = Ωηx(x̂)×W and obtain N i.i.d.
sample trajectories SN = { (xi, û,x′

i) | x′
i ∈ Φ(xi, û), i = 1, 2, . . . , N }. Note that

every x′
i corresponds to a random disturbance vi ∈ V . The SCPγ is

minθ c
⊤θ

s.t. 0 ≤ θ ≤ θ̄ and ∀i ∈ {1, . . . , N},
|x′
i − x′

nom| − θ1(x̂, û)|xi − x̂|+ θ2(x̂, û) + γ ≤ 0,

(6.12)

where x′
nom := φ(x̂, û, 0) and γ ∈ R≥0.
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Assumption 6.2. Let Lφ(û) be an upper bound for the Lipschitz constant of the system
trajectories φ(x, û, w) with respect to (x,w), i.e., for all x, x′ ∈ Ωηx(x̂) and w,w′ ∈W ,

∥φ(x, û,w)− φ(x′, û,w′)∥ ≤ Lφ(û)∥(x,w)− (x′,w′)∥. (6.13)

We assume that a possibly conservative correct upper bound Lφ(û) is known.

Theorem 6.3. Let |X̂| = nx and |Û | = nu. Under Assumption 6.2, for any x̂ ∈ X̂ con-
structed with discretisation size ηx, any û ∈ Û , and the disturbance set V = [−v̄, v̄], the
optimal solution of (6.12) gives a growth bound for the system Σ corresponding to (x̂, û)
with confidence (1− β/(nxnu)), when the number of samples N ≥ N(ε, β/(nxnu)) and

γ = 4Lφ(û)
2n

√√√√ε

n∏
i=1

ηx(i)

n∏
i=1

v̄(i), (6.14)

where ε ∈ [0, 1], n is the dimension of the state space.

Proof. Apply Theorem 6.2 to the RCP (6.11) for fixed x̂ ∈ X̂ and û ∈ Û . Define

Λ(θ,x,v) := max{|φ(x, û,v)− φ(x̂, û, 0)| (6.15)
− θ1(x̂, û)|x− x̂| − θ2(x̂, û)},

where the max{·} is applied to the elements of its argument that belongs to Rn.
Since the distribution on D = Ωηx(x̂) × V is uniform, Υ(ε) = PD(Ωε(d)) =

(ε/2)2n∏n
i=1 ηx(i)

∏n
i=1 v̄(i) is chosen to satisfy the inequality (6.4). Note that Υ(ε) gives the

probability of choosing a point within the 2n−ball Ωε(d) uniformly at random.
Equation (6.5) is used as γ = LdΥ

−1(ε) to get the value of γ in (6.14). It only re-
mains to show that Λ(θ,x,v) is Lipschitz continuous with constant Ld = 2Lφ(û).
Note that Lφ(û) is the upper bound on the Lipschitz constant of φ(x, û,v) with
respect to (x,v), and satisfies (6.13) for all x,x′ ∈ Ωηx(x̂) and w,w′ ∈ W . Since
∥θ1(x̂, û)∥ can be bounded by Lφ(û), it follows that

∥Λ(θ,x,v)− Λ(θ,x′,v′)∥
≤ ∥φ(x, û,v)− φ(x′, û,v′)∥+ ∥θ1(x̂, û)∥∥x− x′∥
≤ Lφ(û)∥(x,v)− (x′,v′)∥+ Lφ(û)∥x− x′∥
≤ 2Lφ(û)∥(x,v)− (x′,v′)∥,

Therefore, Λ(θ,x,v) is Lipschitz continuous with constant 2Lφ(û). This completes
the proof.

Remark 6.3. The statement of Theorem 6.3 holds under Assumption 6.2 that requires
knowing a correct (possibly conservative) upper bound Lφ(û) on the Lipschitz constant
of the system trajectories. To compensate for conservative values of Lφ(û), smaller values
of ε is chosen, which will require taking higher number of samples N .

Remark 6.4. An algorithm is provided in the next subsection for estimating Lφ using
sampled trajectories of the system. The approach of the next subsection gives only an
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“estimate” of Lφ. The results of Theorem 6.3 remains valid under the assumption that
such estimation methods return a correct upper bound for Lφ.

Corollary 6.1. Assume the SCPγ is solved, under Assumption 6.2, for each state-input
pair (x̂, û) ∈ X̂×Û with confidence (1−β/(nxnu)). Then the abstract model constructed
using the obtained growth bounds is a valid abstract model for Σ with confidence at least
(1− β).

Proof. Denote the optimal solution of SCPγ in (6.12) by θ∗. The ball centred at
z(x̂, û) := x′

nom with radius λ(x̂, û) = κθ∗(ηx, x̂, û) + γ is a valid overapproxim-
ation of the reachable set from the state-input pair (x̂, û) with confidence at least
1 − β/(nxnu). Since the number of pairs (x̂, û) is nxnu, the chance of getting an
invalid growth bound in at least one instance of SCPγ is bounded by β. Therefore,
a sound abstraction is acquired that truly overapproximates the behaviour of the
system with confidence (1− β).

Remark 6.5. The parameter ε ∈ [0, 1] gives a trade off between the required number
of samples and the level of conservativeness applied to the SCP. Smaller ε results in a
larger number of sample trajectories, but reduces the value of γ in (6.14) (less conservative
constraints in the SCP and higher chance of finding a feasible solution). In contrast, larger
ε results in a smaller number of sample trajectories but increases the value of γ.

Remark 6.6. The quantity 2n used in (6.14) is in fact the dimension of the sample space
D = Ωηx(x̂) × V . If the system does not have any disturbance (i.e., the system can be
modelled as an ODE having deterministic trajectories), the sample space will be D =

Ωηx(x̂) and its dimension n can be used in (6.14): γ = 4Lφ(û)
n
√
ε
∏n
i=1 ηx(i). This

will substantially reduce the number of required sample trajectories. Similarly, if the
disturbance does not affect some of the state equations, 2n can be replaced by (n + q)
where q is the dimension of the disturbance set considered as a non-zero measure set.

Algorithm 1 uses the result of Corollary 6.1 to provide an algorithmic solution
for Problem 6.2. This algorithm receives a confidence parameters β, divides it
by the cardinality of X̂ × Û (i.e., nxnu), computes the growth bounds for each
pair (x̂, û) ∈ X̂ × Û using the SCPγ in (6.12) with confidence 1 − β/(nxnu), and
constructs the abstraction using these growth bounds.

The finite abstraction Σ̂ constructed by Algorithm 1 is a valid abstraction for Σ

with confidence (1−β). This means any controller Ĉ synthesised on Σ̂ and refined
to a controller C for Σ will satisfy the desired specification with confidence (1−β)
on the closed loop system Σ ∥ C. In the next section, the approach is extended to
make it suitable for abstraction refinement in the case that there is no controller Ĉ
satisfying the specification due to the conservatism of the approach.

6.4.3 Lipschitz Constant Estimation

For estimating Lφ in (6.13), it is desired to find an estimate of an upper bound for
the fraction

∆(û) :=
∥φ(x, û,v)− φ(x′, û,v′)∥
∥(x,v)− (x′,v′)∥
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Algorithm 1: Data-Driven Abstraction
Data: (X,U, V ) of a control system Σ, confidence β, discretisation

parameters ηx, ηu
1 Compute the finite state and input sets X̂ and Û using ηx, ηu;
2 Define nx and nu as cardinalities of X̂ and Û ;
3 Choose ε ∈ [0, 1];
4 Set N = N(ε, β

nxnu
) using Eq. (6.6);

5 Compute γ using Eq. (6.14);
6 for x̂ ∈ X̂ do
7 for û ∈ Û do
8 ĝ(x̂, û) = ∅;
9 Consider the uncertainty space D = Ωηx(x̂)× V ;

10 Select N i.i.d sample trajectories using uniform distribution over D;
11 Simulate the nominal trajectory (x̂, û,x′

nom);
12 Solve the SCPγ (6.12) to get the optimiser θ∗(x̂, û);
13 z ← x′

nom;
14 λ← κθ∗(ηx, x̂, û) + γ;
15 Find all states x̂′ ∈ X̂ for which Ωηx(x̂

′) ∩ Ωλ(z) ̸= ∅ and add them
to ĝ(x̂, û);

16 end
17 end

Result: Σ̂ = (X̂, Û , ĝ) as a finite abstraction of Σ with confidence (1− β),
θ∗(x̂, û) as a growth bound for x̂ ∈ X̂, û ∈ Û
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that holds for all x,x′ ∈ X and v,v′ ∈ V . Following the line of reasoning in
[202, 204], extreme value theory is used for the estimation.

Let us fix a δ > 0 and assign uniform distribution to the pairs (x,v) and (x′,v′)
over the domain

{x,x′ ∈ X, v,v′ ∈ V with ∥(x,v)− (x′,v′)∥ ≤ δ}. (6.16)

Then ∆(û) is a random variable with an unknown cumulative distribution func-
tion (CDF). Based on the assumption of Lipschitz continuity of the system, the
support of the distribution of ∆(û) is bounded from above, and it is wanted
to estimate an upper bound for its support. n sample pairs (x,v) and (x′,v′)
should be taken, to compute n samples ∆1,∆2, . . . ,∆n for ∆(û). The CDF of
max{∆1,∆2, . . . ,∆n} is called the limit distribution of ∆(û). Fisher-Tippett-Gnedenko
theorem [71, 130] says that if the limit distribution exists, it can only be one of the
three family of extreme value distributions – the Gumbel class, the Fréchet class,
and the reverse Weibull class. These CDF’s have the following forms:

Gumbel class: G(s) = exp

[
− exp

[
s− a
b

]]
, s ∈ R

Fréchet class: G(s) =

{
0 if s < a

exp
[
−[ s−ab ]−c

]
if s ≤ a

Reverse Weibull class: G(s) =

{
exp

[
−[a−sb ]c

]
if s < a

1 if s ≤ a

where a ∈ R, b > 0, c > 0 are respectively the location, scale and shape parameters
of the distributions.

Among the above three distributions, only the reverse Weibull class has a support
bounded from above. Therefore, the limit distribution of ∆(û) will be from this
class and the location parameter a is such an upper bound. As a result, the location
parameter of the limit distribution of ∆(û) can be estimated to get an estimation
of the Lipschitz constant.

The approach is summarised in Algorithm 2. The most inner loop computes
samples of ∆(û). The middle loop computes samples of max{∆1, . . . ,∆n}. The
outer loop estimates the Lipschitz constant for each û by fitting a reverse Weibull
distribution.

Remark 6.7. The approach presented in this section can only be used for estimating the
Lipschitz constant, which can then be enlarged by a factor greater than one to account
for the effect of estimation using finite number of samples. Note that this factor can be
selected depending on the system under study by fitting the Reverse Weibull distribution
to datasets of varying size and observing its convergence behaviour. The results are valid
under the assumption that the (corrected) estimation provided by Algorithm 6.2 gives a
valid upper bound on the Lipschitz constant of the system.
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Algorithm 2: Lipschitz Constant Estimation

Data: (X,U, V ) of a control system Σ, abstract input space Û
1 Select number of samples n and m for the estimation
2 Select δ > 0

3 for û ∈ Û do
4 for j = 1 : m do
5 for i = 1 : n do
6 Sample pairs (x,v), (x′,v′) uniformly from the domain in (6.16)
7 Run Σ to get trajectories φ(x, û,v) and φ(x′, û,v′)

8 Compute ∆i :=
∥φ(x,û,v)−φ(x′,û,v′)∥

∥(x,v)−(x′,v′)∥
9 end

10 Γj := max{∆1, . . . ,∆n}
11 end
12 Fit a reverse Weibull distribution to the sample set {Γ1,Γ2, . . . ,Γm}
13 Lφ(û) is the location parameter of the fitted distribution
14 end

Result: Estimated value of Lφ(û) for all û ∈ Û

6.5 Synthesis via Abstraction Refinement

The data-driven synthesis discussed in Section 6.4 inherits the soundness property
from the ABCD approach: they both work with overapproximations of the dy-
namics and may not return a controller despite one may exists. Therefore, there is
a need for refining the abstraction in order to check for controllers using less con-
servative abstractions. While the method of Section 6.4 is good for a given fixed
discretisation parameter ηx, it is not suitable for reducing ηx, which requires re-
computing all local parameters of the growth bounds θ1(x̂, û), θ2(x̂, û). Another
shortcoming of the method is related to the data collection: the nominal trajector-
ies of the system should be available and are used in the constraints of the SCP.
This section discusses an extension of the approach of Section 6.4, in order to

• enable reducing ηx without the need for re-computing a growth bound, and

• relaxing the assumption of having access to the nominal trajectories of the
system.

Let us define a modified growth bound as a function κe : Rn≥0× X̂× Û → Rn≥0 that
is strictly increasing in its first argument and satisfies

|φ(x1, û,v1)− φ(x2, û,v2)| ≤ κe(|x1 − x2|, x̂, û)

∀x̂ ∈ X̂, ∀û ∈ Û , ∀x1,x2 ∈ Ωηx(x̂), ∀v1,v2 ∈ V. (6.17)

This definition is more conservative than (6.7) in comparing trajectories under two
arbitrary disturbances, and κe always satisfies (6.7). Using this new definition, for
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every pair of abstract state and input (x̂, û), the corresponding overapproximation
of the reach set can be computed as a ball centred at any z(x̂, û) ∈ Φ(x̂, û) with
radius λ(x̂, û) = κe(ηx, x̂, û).

A parametrisation for κe is chosen similar to (6.10), i.e.,

κeθ(r, x̂, û) = θ1(x̂, û)r+ θ2(x̂, û), (6.18)

where r ∈ R≥0, θ1 ∈ Rn×n, θ2 ∈ Rn, and θ ∈ Rn2+n is constructed by con-
catenating columns of θ1 and θ2. The SCP associated with this growth bound is
constructed by considering a uniform distribution over Ωηx(x̂)×V and obtain 2N
i.i.d. sample trajectories S2N = { (xi, ûi,x′

i) | x′
i ∈ Φ(xi, û), i = 1, 2, . . . , 2N } so

that every x′
i corresponds to a random disturbance vi ∈ V . The modified SCPγ is

defined as 
min c⊤θ

s.t. 0 ≤ θ ≤ θ̄ and ∀i ∈ {1, . . . , N}
|x′

2i−1 − x′
2i| − θ1(x̂, û)|x2i−1 − x2i| − θ2(x̂, û) + γ ≤ 0

where c = [1, 1, . . . , 1] ∈ Rn2+n is a constant vector, θ̄ ∈ Rn
2+n
>0 is sufficiently large,

and γ ≥ 0.

Theorem 6.4. For any x̂ ∈ X̂ constructed with the discretisation size ηx, any û ∈ Û ,
and the disturbance set V = [−v̄, v̄], the optimal solution of (6.19) gives a growth bound
for the system Σ corresponding to (x̂, û) that satisfies (6.17) with confidence (1 − β),
when the number of samples 2N ≥ N(ε, β) and

γ = 8Lφ
4n

√√√√ε

[
n∏
i=1

ηx(i)

n∏
i=1

v̄(i)

]2

, (6.19)

where ε ∈ [0, 1], n is the dimension of the state space, and Lφ(û) is an upper bound on
the Lipschitz constant of the system trajectories φ(x, û,v) with respect to (x,v).

Proof. The proof of this theorem is similar to that of Theorem 6.3. Define

Λ(θ,x1,v1,x2,v2) :=max{|φ(x1, û,v1)− φ(x2, û,v2)|
− θ1(x̂, û)|x1 − x2| − θ2(x̂, û)}.

To satisfy the inequality (6.4), one may choose

Υ(ε) = PD(Ωε(d)) =
(ε/2)4n

[
∏n
i=1 ηx(i)

∏n
i=1 v̄(i)]

2
,

since the distribution on (Ωηx(x̂) × V )2 is uniform. Using Equation (6.5), one has
γ = LdΥ

−1(ε). In order to prove that γ takes the value in (6.19), it must be shown
that Λ is Lipschitz continuous with constant Ld = 4Lφ(û). Bounding ∥θ1(x̂, û)∥
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by Lφ, for all (x1,v1,x2,v2) and (x′
1,v

′
1,x

′
2,v

′
2) then

∥Λ(θ,x1,v1,x2,v2)− Λ(θ,x′
1,v

′
1,x

′
2,v

′
2)∥

≤ ∥φ(x1, û,v1)− φ(x′
1, û,v

′
1)∥

+ ∥φ(x2, û,v2)− φ(x′
2, û,v

′
2)∥

+ ∥θ1(x̂, û)∥(∥x1 − x′
1∥+ ∥x2 − x′

2∥)
≤ 4Lφ(û)∥(x1,v1,x2,v2)− (x′

1,v
′
1,x

′
2,v

′
2)∥.

Therefore, Λ is Lipschitz continuous with constant 4Lφ(û). This completes the
proof.

A statement similar to Corollary 6.1 holds for the growth bound computed using
(6.19).

6.6 Experimental Evaluation

To demonstrate the approach, it is applied to a DC-DC boost converter. This case
study is taken from Girard et al. [66] and will be used as a black-box model to
generate sample trajectories. Another case study is provided from power systems
based on the work of Ma and Fan [117], that is implemented in the Power System
Toolbox (PST) [36]. Trajectories from the black-box reduced model of the 30 state
power system model will be used. The approach is applied to construct finite
abstractions of these systems and employ SCOTS [163] to design controllers. The
algorithms are implemented in C++ on a 64-bit Linux cluster machine with two
Intel Xeon E5 v2 CPUs, 1866 MHz, and 50GB RAM. Additional case studies can
be found in the original paper [86].

6.6.1 DC-DC Boost Converter

The objective in the DC-DC boost converter problem is to design a controller to
enforce a reach and stay specification. The DC-DC boost converter can be mod-
elled as a two dimensional linear switching system with two functional modes.
The state vector of the system at time t ∈ R≥0 is x(t) = (il(t), vc(t)), where il
is the inductor current and vc is the capacitor voltage. The system’s evolution
can be controlled by selecting the appropriate mode u(t) ∈ { 1, 2 } at every time
t ∈ R≥0. The system’s dynamics under the two modes can be represented as
ẋ = Au(t)x(t) + b+ cv(t), u ∈ {1, 2}, with matrices A1, A2, b, c as reported in [66].
The state and input spaces are X = [0.65, 1.65] × [4.95, 5.95] and U = [1, 2]. The
initial state is (il0(t), vc0(t)) = (0.7, 5.4) and the target set is [1.1, 1.6] × [5.4, 5.9].
The target set is shown in red colour in Figure 28.

The implementation results are reported in Table 3 for the system without dis-
turbance (v̄ = (0, 0)) and with disturbance bound v̄ = (0.01, 0). These results are
obtained with discretisation parameters ηx = (0.005, 0.005) and ηu = 1, confid-
ence parameter β = 0.01, ε = 0.01 and estimation for Lφ = 0.9935. The resulted
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Table 3: Results for the DC-DC boost converter.

Case-study Dimension Disturbance Fixed Discretisation
X U V N time (min) |V|

DC-DC boost converter 2 1
{0} 1, 807 22.2 37, 783

[−0.01, 0.01] 2, 285 30.6 37, 414
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Figure 28: The closed-loop trajectory of the DC-DC boost converter with v̄ =
(0, 0) under the controller designed by the data-driven abstraction approach. The
rectangle in red colour represents the target region and the area in grey shows the
winning region of the controller.

finite abstraction has cardinalities nx = 40, 000 and nu = 2. The required number
of sample trajectories, N , for each (x̂, û) ∈ X̂ × Û is computed using equation
(6.6). Runtimes and the resulting winning region sizes, |V|, for the DC-DC boost
converter are given in Table 3.

Algorithm 1 is used to compute the finite-state abstraction by collecting sample
trajectories of the system. Subsequently, SCOTS is used for designing the con-
troller. The performance of the controller is shown in Figures 28 and 29 for the
system without and with the disturbance. These figures show one sample closed-
loop trajectory of the system under the controllers designed by the data-driven
ABCD approach. In both cases, without and with disturbance, it can be noticed
from Figures 28 and 29 that the approach has been successful in finding control-
lers satisfying the given reach and stay specification, despite the dynamics being
unknown.

6.6.2 Three Area Three Machine Power System

Consider a three area three machine (3A3M) power system adapted from Ma and
Fan [117], and shown in Figure 30. The system consists of three buses, which



6.6 Experimental Evaluation 91
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Figure 29: The closed-loop trajectory of the DC-DC boost converter with v̄ =
(0.01, 0) under the controller designed by the data-driven abstraction approach.
The rectangle in red colour represents the target region and the area in grey shows
the winning region of the controller.

Figure 30: 3A3M power system with generators (G) and loads (L). L1 represents a
bidirectional load such as Electric Vehicles or Energy Storage Systems.
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are each connected to a power source (generator) and a load. At bus 1 consider
a load which is bidirectional, meaning it can both draw power and inject power
into the system. The loads at buses 2 and 3 can only draw power from the system;
when these loads increase, more power will be drawn from the system, causing an
imbalance between generation and consumption which may result in a reduction
of the network frequency. The nominal frequency of the network is set to 60 Hz.

A worst-case scenario is considered where a sudden increase occurs in the loads
at buses 2 and 3 by 0.2 and 0.3 pu, respectively. The control task is for the load
at bus 1 to balance the load increase at buses 2 and 3 by either reducing its load
or injecting power into the network. The simulation is run using PST on a 30
state model of this power system. Balanced realisation, the model-order reduction
technique from Sec. 4.8, of the system reduces its dynamics to three states. To
compute the data-driven finite abstraction, sample trajectories are gathered using
a black-box approach of the reduced system representation for the original model.
Note that this model-order reduction involves some information loss, this will be
dealt with in Chapter 8 and Chapter 9. The dynamics of the reduced system are
given by

ẋ = Ax+Bu+Dv
y = Cx,

(6.20)

where

A =

0.00027563 0 0
0 −0.3951 0.687
0 −0.6869 −0.016



B =

0.000311660.1359
0.0230



D =

0.00033103 0.00031244
0.1309 0.1308
0.0250 0.0233


C =

[
−0.0115 −0.2296 0.0412

]
. (6.21)

The state and input spaces are X = [−0.02, 0.02]× [−0.05, 0.05]× [−0.12, 0.12] and
U = [0, 0.5]. Further, V = [−0.2, 0.2] × [−0.3, 0.3], ηu = 0.025, τ = 0.4, ηx =
(0.0015, 0.0015, 0.0015), β = 0.01 and ε = 0.01 are set. The resulted abstraction has
nx = 228, 480 and nu = 20. The estimated Lipschitz constant is Lφ = 1.5715. The
target set is given by−0.008 < y < 0.008 and the avoid set is given by y < −0.015.
Multiplying by the nominal frequency to get the specification in Hertz, the target
region is [59.52, 60.48] and the avoid region is (−∞, 59.1). Figure 31 shows that
the specification is violated when no control is applied.

The data-driven approaches of Section 6.4 (fixed discretisation) and Section 6.5
(abstraction refinement) are now applied. Both controllers are synthesised with
disturbance V = [−0.2, 0.2] × [−0.3, 0.3]. A comparison of the two control ap-
proaches is shown in Table 4. The required number of sample trajectories for each
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Figure 31: 3A3M power system frequency without applying any control input.
The frequency falls below 59.1 Hz thus violates the specification.

(x̂, û) is computed using equation (6.6) and marked with N in the table. The ab-
straction refinement starts with ηx = 0.012 and refines the discretisation iteratively
with a factor of two. The algorithm successfully finds a controller after five iter-
ations. The runtimes and the resulting winning region sizes |V| are also given in
Table 4. The abstraction refinement synthesises the controller a factor of 100 times
faster than the fixed discretisation by iteratively decreasing the value of ηx.

Table 4: Results for the 3A3M power system.

Control Approach Dimension Disturbance
X U v̄ N time (min) |V|

Fixed Discretisation
3 1

(0.2, 0.3) 3, 290 5, 253 230, 760

Adaptive Refinement (0.2, 0.3) 4, 460 50.25 314, 802

The data-driven control approach with fixed discretisation is simulated in PST
and is reported in Figures 32 and 33. The controlled system successfully keeps
the frequencies of the three areas outside of the avoid set (i.e., always above 59.1
Hz) and bring them back to the target set (i.e., above 59.52 Hz). Figure 33 shows
the load changes in the system. Load at bus 1 is able to maintain the frequencies
of the three areas above the avoid region and facilitate the system returning to
the target set for the maximum disturbances applied at buses 2, 3. Figures 34
and 35 show the results of simulating the system in PST with the control obtained
from the abstraction refinement approach. The controlled system has the same
performance in satisfying the specification.
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Figure 32: 3A3M power system frequencies for the three areas, with the frequency
of an area is measured at the corresponding bus in that area. The control synthes-
ised by the fixed discretisation approach successfully keeps the frequencies of the
three areas outside of the avoid set. The frequencies leave the target set for around
4.4 seconds before staying in the target set.
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Figure 33: 3A3M power system load changes for the three areas. Loads at buses 2
and 3 increase by 0.3 and 0.2 pu, respectively. Load at bus 1 is used to control the
frequency using the data-driven approach with fixed discretisation.
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Figure 34: 3A3M power system frequencies for the three areas, with the frequency
of an area is measured at the corresponding bus in that area. The control synthes-
ised by the abstraction refinement approach successfully satisfies the specification.
The frequencies leave the target set for around 4.2 seconds before staying in the
target set.
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Figure 35: 3A3M power system load changes for the three areas. Loads at buses 2
and 3 increase by 0.3 and 0.2 pu, respectively. Load at bus 1 is used to control the
frequency using the data-driven approach with abstraction refinement.
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Table 5: Comparing the winning domain of controllers obtained from the RSA
method, PAC method of [212], and the model-based approach of [153]. The pair-
wise comparison is made by computing the intersections (∩) and set differences
(row \ column). The results are reported both in cardinalities and percentages.

Winning Domain RSA PAC Model-based
∩ \ ∩ \ ∩ \

RSA 230, 760 0 230, 760 0 230, 760 0

% 100.00% 0.00% 100.00% 0.00% 100.00% 0.00%

PAC 230, 760 15, 664 246, 424 0 245, 345 1, 079

% 93.64% 6.36% 100.00% 0.00% 99.56% 0.44%

Model-based 230, 760 22, 216 245, 345 7, 631 252, 976 0

% 91.22% 8.78% 96.98% 3.02% 100.00% 0.00%

6.6.3 Comparison with PAC Learning

In this subsection, the approach is compared with the results provided by Xue
et al. [212] that is based on probably approximately correct (PAC) bounds on the
3A3M power system case study. The abstraction approach of Xue et al. has no bias
term γ and requires the number of samples

N ≥ 2

ν
(ln

1

β
+ q), (6.22)

where β ∈ (0, 1) is the confidence parameter, ν ∈ (0, 1) is the error threshold, and
q ∈ N is the cardinality of the parameter vector θ. The error threshold allows the
constructed abstraction to hold for the entire state space except a subset measured
by parameter ν > 0. Note that setting ν = 0 in (6.22) results in requiring an
infinite dataset, which is not practical. The approach provides an abstraction that
is correct on the entire state space, i.e., ν = 0, with a finite sample size.

The data-driven robust scenario approach (RSA), the PAC approach [212] with
parameters β = 0.01 and ν = 0.01, and the model-based approach [153] are now
implemented. Table 5 compares the winning domain of the controllers by report-
ing the intersections (∩) and set differences (row \ column). It can be seen that
the winning domain obtained by the RSA method is a subset of the ones com-
puted by PAC and the model-based approaches. This shows that the approach
is more conservative than the model-based approach but correctly finds a subset
of the winning domain. In contrast, the PAC approach gives a winning domain
that includes states not identified as winning by the model-based approach. It
includes 1079 states outside of the winning domain obtained by the model-based
approach. Due to the nature of the PAC learning, some of these states are incor-
rectly identified as winning. The main reason is that the PAC method may miss
capturing some of the transitions and does not always generate an overapprox-
imation of the system behaviours. Among these 1079 states, a counter-example
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can be found, demonstrating a lack of guarantee provided by the PAC method.
At state (0.0187, 0.0262,−0.1163) the PAC controller calculates u = −0.075 to
be an input which will transition to a safe state under any disturbances. How-
ever, the system under disturbances V1 = 0.2 and V2 = 0.3 will lead to the state
(0.0188, 0.0131,−0.1167) that is outside of the winning domain of the controller. In
comparison, the winning domain provided by the RSA method is a subset of the
one from the model-based method and provides full guarantees of the satisfaction
of the specification and correctness of the controller. This guarantee is obtained at
the cost of an increased number of samples and a bias term included in the growth
bound calculations, which makes the controller more conservative.

As a final point on this case study, note that the sampling approach uses the
Lipschitz constant estimated using sample trajectories. This Lipschitz constant
can in turn be used to construct the abstraction. The direct use of the estimated
Lipschitz constant does not provide a formal guarantee as it is an estimated value
that converges to the true value only in the limit (i.e., the number of samples goes
to infinity), and is likely to provide an overly conservative controller. To account
for a finite sample size, the upper bound on the Lipschitz constant needs to be
corrected by multiplying it with a factor greater than one after observing the con-
vergence behaviour of the distribution fitting for different sizes of the dataset. In
this particular case study, the direct use of the upper bound on the Lipschitz con-
stant (without correction) gives a controller that covers only 78.8% of the winning
domain of the model-based approach.

6.6.4 Parameter Optimisation

In this subsection, it is discussed how a selection of different parameters can af-
fect the sample complexity and conservativeness of the method. This is based
on a path planning case study from the paper [86], with the estimated Lipschitz
constant of 1.46. Figures 36 and 37 illustrate the effect of changing parameters
ε, β on the number of samples N required for each pair (x̂, û) in order to com-
pute the growth bound with confidence (1 − β). Figure 36 illustrates the effect of
increasing the confidence parameter β on reducing the sample complexity, for a
fixed ε = 0.01. Figure 37 shows that for a fixed β = 0.01, increasing ε leads to a
rapid drop in N . In both Figures 36 and 37, the sample complexity increases in
the presence of disturbance as the dimension of the sample space becomes larger.

Figure 38 demonstrates the effect of changing ε on the value of the bias term γ that
makes the inequalities of the SCP more conservative. The bias term γ increases
for larger values of ε. Therefore, increasing ε can decrease the sample complexity
while increasing γ. Finally, it can be observed that the value of γ is larger in the
presence of disturbance.
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Figure 36: Required number of samples for the approach as a function of β for a
fixed ε = 0.01.
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Figure 37: Required number of samples for the approach as a function of ε for a
fixed β = 0.01.



6.7 Conclusion 99

0.01 0.05 0.1 0.15 0.2

0.04

0.05

0.06

0.07

0.08
With disturbance

Without disturbance

Figure 38: The bias term γ as a function of ε.

6.7 Conclusion

In conclusion, this chapter proposed a new data-driven method for computing
finite abstractions of continuous systems with unknown dynamics. In particular:

• The approach casts the computation of an overapproximation of reachable
sets as a robust convex program (RCP). A feasible solution for the RCP is
then obtained with a given confidence by solving a corresponding scenario
convex program (SCP). The SCP does not need the dynamics of the system
and requires only a finite set of sample trajectories.

• A sample complexity result was provided that gives a lower bound on the
number of trajectories to achieve a certain confidence. The sample complex-
ity results require knowing a bound on the Lipschitz constant of the system,
which was estimated using extreme value theory.

• Guarantees were given that with high confidence the computed abstraction
is a valid abstraction of the system that overapproximates its behaviours on
its entire state space. It was shown that the data-driven approach can be em-
bedded into abstraction refinement schemes for designing a controller and
enlarging the winning region of the controller with respect to satisfaction of
temporal properties.

• The approach has an exponential complexity with respect to the dimension
in computing the growth bound. This exponential sample complexity is
due to the lack of knowledge of the dynamics and requiring guarantees on
satisfaction of robust convex programs. I am not aware of any result in the
literature that does not have this exponential complexity while providing
the type of guarantees in this chapter.
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• The approach is highly parallelisable, and computations can be done indi-
vidually for each state-action pair in parallel. The abstraction can also be
refined depending on the local computation of the growth bound, thus im-
proving the performance of the model-based approaches depending on the
required confidence.

• Finally, the approach was evaluated on two case studies; a DC-DC boost
converter and the 3A3M power system.

The next chapter, will improve the scalability of the approaches being used, in
particular to consider a 9-state area of the well-known benchmark New England
39-bus Test System (NETS) and use approximate simulation functions to complete
model-reduction with robustness to the information lost during the reduction.



7 CHAPTER

Robust Simulation Functions with
Disturbance Refinement

The results of this chapter is motivated by the lack of formal guaran-
tees for model-order reduction, particularly guarantees of the close-

ness between the trajectories of the original system and its reduced order
model over time, e.g. the reduction step taken for the 3A3M model used in
the previous chapter. This chapter, based on the work [207], approximates
concrete systems with abstractions of lower dimension (reduced-order
models) and develops robust simulation functions further to consider the
perturbation in the abstract system by designing an interface function
for the disturbance. Simulation functions are Lyapunov-like functions
defined over the Cartesian product of state spaces of two (un)perturbed
systems, a.k.a., concrete and abstract systems, to relate output trajector-
ies of abstract systems to those of concrete ones while the mismatch
between two systems remains within some guaranteed error bounds. The
proposed approach allows concrete systems to have large disturbances,
which is the case in many real-life applications, while noticeably redu-
cing the closeness error between the two systems. Accordingly, this en-
ables controller design using a reduced-order form of the concrete system
and reducing the computational efforts required for formal synthesis. The
efficacy of the approach is demonstrated on linear control systems by syn-
thesising a formal controller for a 9-state area of the known New England
39-Bus Test System, using only a 3-state abstract system.

Notation. The following notation overrides any previous definitions and uses in
prior chapters. The notation ∥a∥ is used for the Euclidean norm of a vector a,
and ∥a∥∞ for taking the Euclidean norm followed by a maximisation over the
bounded domain of a. Primarily in this chapter, original system and concrete
system are used interchangeably to describe Σ1, and abstract system or reduced-
order model are used to describe Σ2, although Σ2 does not have to necessarily be
of reduced-order, the examples considered treat Σ2 as lower dimension than Σ1.

101
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7.1 Introduction

7.1.1 Motivations and State of the Art.

Cyber-physical systems (CPS) are complex networked models combining both cy-
ber (computation and communication) and physical components, which tightly
interact with each other in a feedback loop [106]. In the past few years, CPS have
gained remarkable attentions as an important modelling tool for engineering sys-
tems spanning a wide range of real-life applications of which power systems are
the primary focus of this thesis. The interconnection of CPS components in the
models often results in high-dimensional systems with complex behaviour spe-
cifications that are safety critical in nature.

Providing safety and reliability guarantees on the behaviour of these complex
systems is therefore essential but also incredibly challenging as formal methods,
which can achieve such guarantees, often suffer from the curse of dimensionality
and cannot handle high-dimensional models [77]. In particular, formal methods
give a strong mathematical framework to provide guarantees over CPS, whether
that is verifying the behaviour of a system or synthesising a controller to create
(or enforce) system behaviour [99, 146].

To alleviate the encountered computational complexity, symbolic control is one
of the promising techniques, proposed in the relevant literature, for formal ana-
lysis of CPS [188]. In this regard, symbolic abstractions replace concrete systems
to provide a more appropriate medium for formal verification or controller syn-
thesis of CPS. Since the mismatch between outputs of concrete systems and those
of their symbolic abstractions are well-quantified, one can guarantee that concrete
systems also satisfy the same property of interest as abstract ones with some quan-
tified error bounds.

In order to relate output trajectories of abstract systems to those of concrete ones,
simulation and bisimulation functions (where both systems can simulate each other)
are powerful techniques, proposed in the related literature [188]. If concrete and
abstract systems are (bi)similar, one can consider the abstract system as an ap-
propriate substitute in the controller design process with reduced computational
loads while still preserving closeness guarantees between the two systems. For
underlying systems where expecting the same output may be too strict, approxim-
ate (bi)simulation functions have been developed in the literature [63]. The reader
may refer to Chapter 4 for more details.

Approximate (bi)simulation functions aim at establishing a formal relation between
the abstract system which is similar to the concrete one, while bounding the close-
ness between the outputs of two systems over time by some maximal threshold
ϵ, known as the simulation relation error. An interface function is then designed
to map the control inputs from the abstract system to the concrete domain enfor-
cing the ϵ-closeness. This notion is extended in [96] to robust simulation functions
(RSFs), which considers small disturbances inside the concrete system, while the
abstract system remains unperturbed, to establish an approximate simulation re-
lation between the two systems.



7.1 Introduction 103

Interface Function: uV

Interface Function: dV

Abstract System: Σ2

Concrete System: Σ1

x2

u1

u2

x1

y2

y1

v1

v2

Figure 39: Hierarchical control system architecture employed in this chapter. The
dashed part considers the need for the disturbance in the low-dimensional ab-
stract system Σ2 for the sake of control over large measurable disturbances.

7.1.2 Original Contributions.

The main contribution in this chapter is to extend the notion of simulation func-
tions to its robust versions by incorporating the disturbance in the abstract system
via designing an interface function for the disturbance, see Fig. 39. This reduces
the simulation relation error ϵ, particularly when one is dealing with concrete sys-
tems with large disturbances. Incorporating the disturbance in the abstract system
enables formal controller synthesis design for the concrete system using the ab-
stract system where ϵ is included in the controller process. Consequently, formal
controllers designed on a low-dimensional abstract system can be refined back to
control any high-dimensional concrete systems models. The efficacy of the ap-
proach is demonstrated on a case study of the New England 39-Bus Test System
(NETS).

7.1.3 Related Work.

There have been some results, proposed in the past two decades, on establish-
ing (bi)simulation functions for dynamical systems. In this respect, the work [96]
extends the approaches of simulation functions to consider small disturbances in
the concrete domain providing robustness in the simulation relation. However,
in most real-world scenarios, the proposed approach may not be practical given
that the simulation relation error increases for larger disturbances. The work [147]
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demonstrates systems that are approximately equivalent (bisimilar) to their sym-
bolic models. The results in [65] provide an approximation framework that ap-
plies to both discrete and continuous systems.

The approach in [181] employs approximate bisimulation in transient power sys-
tems, which is mainly used for model order reductions: they consider differential-
algebraic equations as their model of NETS with bounded disturbances. Reach-
ability and formal analysis of power systems have been studied in [10, 110]. A
controller designed based on abstract models for frequency regulation of smart
grids is studied in [209]. Compositional abstraction-based techniques to construct
symbolic models for an interconnected system based on symbolic models of in-
dividual smaller subsystems are studied in [100, 101, 148, 190]. Data-driven con-
struction of finite abstractions has been studied in Chapter 6 for continuous-time
systems [86], discrete-time incrementally input-to-state stable systems [98], and
monotone systems [124].

The rest of this chapter structured as follows. Preliminaries and the formal defin-
ition of underlying systems are presented in Section 7.2. Section 7.3 contains the
solution methodologies while considering the disturbance refinement. The ap-
proach is demonstrated over NETS in Section 7.4 and conclusions are given in
Section 7.5.

7.2 Preliminaries

Class of Systems. Consider two general dynamical systems, as in Def. 4.1, Σ1 and
Σ2, modelled as:

Σi :

{
ẋi = gi(xi,ui,vi),

yi = hi(xi),
i ∈ {1, 2}, (7.1)

where xi ∈ Rni are system states, ui ∈ Rpi are control inputs, yi ∈ Rmi are
system outputs, v1 ∈ Rq1 is a measurable large disturbance in Σ1 and v2 is derived
from v1 with an interface function dV . Similarly, u1 can be derived from u2 using
an interface function uV . Without loss of generality, consider Σ1 as the original
system and Σ2 as the (possibly) lower-dimensional abstraction. It can then be
taken that n2 ≤ n1.

Linear Temporal Logic Specifications. For the dynamical systems in (7.1), linear tem-
poral logic (LTL) specifications are considered with syntax

ψ := true | p | ¬ψ |ψ1 ∧ ψ2 |⃝ψ |ψ1 U ψ2,

where p is the element of an atomic proposition, see Def. 4.10. We refer the reader
back to Chapter 4 for further details.



7.3 Solution Methodologies 105

7.3 Solution Methodologies

The main contribution of this chapter is to extend the notion of simulation func-
tions to its robust versions by considering disturbance refinement using an inter-
face function for the disturbance in the concrete system to be visible in the abstract
domain. The proposed approach enables the controller synthesis for systems with
large disturbances.

The following section shows how incorporating the disturbance of the concrete
system into the abstract one through the interface function dV can further re-
duce the simulation relation error ϵ between Σ1 and Σ2. This enables one to
perform controller synthesis on the abstract domain and refine it back over the
high-dimensional original system while improving the scalability of the control
scheme.

7.3.1 Robust Approximate Simulation with Disturbance Refine-
ment

Given the systems in (7.1), a robust approximate simulation with disturbance re-
finement is defined with a robust simulation function V and two interface func-
tions uV and dV . The function V has the following Lyapunov-like properties:

Definition 7.1. Consider the two systems in (7.1). Let V : Rn1 × Rn2 −→ R+ be a
differentiable function, uV : Rp2 ×Rn1 ×Rn2 −→ Rp1 and dV : Rq1 ×Rn1 ×Rn2 −→ Rq2
be continuous functions. Then the function V is called a robust simulation function from
Σ2 to Σ1 with the associated interface functions uV and dV if there exists class-κ functions
ϱ1 and ϱ2 such that for all x1 ∈ Rn1 and x2 ∈ Rn2 ,

∥h1(x1)− h2(x2)∥ ≤ V(x1,x2), (7.2)

and for any u2 ∈ Rp2 and v1 ∈ Rq1 satisfying ϱ1(∥v1∥) + ϱ2(∥u2∥) ≤ V(x1,x2), then

∂V
∂x2

g2(x2,u2, dV(v1,x1,x2)) +
∂V
∂x1

g1(x1, uV(u2,x1,x2),v1) ≤ 0. (7.3)

Σ1 robustly approximately simulates Σ2 if there exists a robust simulation function V of
Σ2 by Σ1.

Remark 7.1. Definition 7.1 is a generalisation of the robust approximate simulation nota-
tion proposed in the literature [96]. In particular, when dV = 0, then the existing robust
approximate simulation is recovered.

The next subsection focuses on the class of linear control systems with potentially
large measurable disturbances and proposes an approach to construct its reduced-
dimensional abstractions together with a robust simulation function as presented
in Definition 7.1.
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7.3.2 Linear Systems under Large Measurable Disturbance

Here, the focus is on the class of linear control systems with (potentially large)
measurable disturbances, defined as follows:

Σi :

{
ẋi = Aixi +Biui +Divi,

yi = Cixi,
i ∈ {1, 2}, (7.4)

where Ai, Bi, Ci, and Di are matrices of appropriate dimensions, and v1 is the
measured disturbance having some known bound ∥v1∥∞ ≤ vmax. The main prob-
lem to solve in this chapter is now stated.

Problem Description 7.1. Given a linear system Σ1 as in (7.4) under (potentially
large) measurable disturbances and an LTL specification ψ, construct its reduced-
dimensional abstraction Σ2 together with robust simulation functions according to
Definition 7.1. Employ the constructed abstraction Σ2 and design a formal controller
through robust simulation relations with disturbance refinement such that the specific-
ation is satisfied over the original system.

In order to address Problem 7.1, the following lemma and theorems need to be
raised. Note that the next lemma is similar to the one presented in [63] but it is
adapted here to this setting by incorporating the measurable disturbance inside
the dynamics.

Lemma 7.1. If Σ1 is stabilisable, there are matrices K1,K2, P,D2, Q1 such that (A1 −
PD2(K1 + Q1) + B1K2) is Hurwitz, and there exist a positive definite matrix M and
positive scalar constant λ such that the following matrix inequalities hold:

CT1 C1 ≤M, (7.5a)

(A1 − PD2(K1 +Q1) +B1K2)
TM+

M(A1 − PD2(K1 +Q1) +B1K2) ≤ −2λM. (7.5b)

Remark 7.2. The matricesM andK2 in Lemma 7.1 can be computed using semi-definite
programming by letting K̄ = K2M

−1 and M̄ = M−1. This gives the equivalent matrix
inequality conditions:[

M̄ M̄CT1
C1M̄ I

]
≥ 0, and

M̄AT1 − M̄(QT1 +KT
1 )D

T
2 P

T + K̄TBT1

+A1M̄ − PD2(K1 +Q1)M̄ +B1K̄ ≤ −2λM̄.

Under Lemma 7.1, the next theorem is proposed to construct the robust simulation
function V .

Theorem 7.1. Consider two systems of the form (7.4). Assume that Σ1 is stabilisable, a
feedback gain K1 exists for Σ2 and that there exist matrices P , K2, Q1 and Q2 such that
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(A1 +B1K2 − PD2Q1) is Hurwitz, and the following matrix equalities hold:

A1P +B1Q2 = PA2 + PD2Q1P, (7.6a)
C2 = C1P. (7.6b)

Then V in the form of

V(x1,x2) =
√
(x1 − Px2)TM(x1 − Px2)

is a robust simulation function from Σ2 to Σ1 with its associated interfaces

uV = R2u2 +Q2x2 +K2(x1 − Px2), (7.7a)
dV = R1v1 +Q1x1 +K1(x1 − Px2). (7.7b)

In addition, the class-κ functions ϱ1 and ϱ2 are designed as

ϱ1(ν) =
∥
√
M(D1 − PD2R1)∥

λ
ν, (7.8)

ϱ2(ν) =
∥
√
M(B1R2 − PB2)∥

λ
ν, (7.9)

where R1 and R2 are some arbitrary matrices of appropriate dimensions and M,λ are
such that (7.5) holds.

Proof. From (7.5a) and (7.6b), then

V(x1,x2) ≥
√
(x1 − Px2)TCT1 C1(x1 − Px2) = ∥C1x1 − C2x2∥,

so condition (7.2) holds. To prove condition (7.3) by using conditions (7.5b) and
(7.6a), one has

∂V
∂x2

(A2x2 +B2u2 +D2dV) +
∂V
∂x1

(A1x1 +B1uV +D1d1)

≤ −λV(x1,x2) + ∥
√
M(D1 − PD2R1)d1 +

√
M(B1R2 + PB2)u2∥

≤ −λV(x1,x2) + ∥
√
M(D1 − PD2R1)∥∥d1∥+ ∥

√
M(B1R2 + PB2)∥∥u2∥.

Therefore, for all d1 and u2 satisfying

∥
√
M(D1 − PD2R1)∥

λ
∥d1∥+

∥
√
M(B1R2 − PB2)∥

λ
∥u2∥ ≤ V(x1,x2),

then
∂V
∂x2

(A2x2 +B2u2 +D2dV) +
∂V
∂x1

(A1x1 +B1uV +D1d1) ≤ 0.

The simulation relation error is reduced with the proposed disturbance refinement
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method since P and R1 can be designed to reduce ϱ1. This is an improvement on
robust simulation function where ϱ1 depends only on D1 and λ (as D2 = 0).

Remark 7.3. The multiplication of unknown matrices, e.g. P with Q1, gives a bilinear
matrix inequality. To resolve the bilinearity, setting Q1 = K1 = 0 results in a simpler
interface function only considering the disturbance v1. Using LMI solvers, other para-
meters can then be optimised. The original form (7.7b) is left in the proofs for generality.

Remark 7.4. Another approach to resolve the bilinearity is to fix one term and solve for
the other term, then iterate by swapping which term is fixed. This may converge toward
an optimal solution.

The constructed V in Theorem 7.1 can be leveraged to quantify the mismatch
between output trajectories of Σ1 and Σ2 with measurable disturbances as presen-
ted in the next theorem.

Theorem 7.2. Consider two systems of the form (7.4). Let V be a robust simulation
function from Σ2 to Σ1 with its associated interface functions uV and dV . Let u2(t) be an
admissible input of Σ2 and x1(t) be a state trajectory of Σ1 satisfying

ẋ1 = A1x1 +B1uV +D1v1. (7.10)

Then

∥y1(t)− y2(t)∥ ≤ max{V(x1(0),x2(0)), ϱ1(∥v1∥∞) + ϱ2(∥u2∥∞)}.

Proof. For the sake of an easier presentation, notation is slightly abused to denote
V(x1(t),x2(t)) by V(t). Let

ϵ = max{V(0), γ1(∥d1∥∞) + γ2(∥u2∥∞)}.

First, show V(t) ≤ ϵ for all t. As (7.10) involves a feedback composition, it is
assumed the composition is well-defined and for any initial state there exists a
unique solution defined on the interval t ⊆ R+. Showing V(0) ≤ ϵ is straightfor-
ward due to the definition of ϵ. Assume there exists τ > 0 such that V(τ) > ϵ. Then
there also exists some 0 ≤ τ ′ < τ such that V(τ ′) = ϵ and ∀t ∈ (τ ′, τ ],V(t) > ϵ.
Note that one has, ∀t ∈ (τ ′, τ ],

γ1(∥d1∥) + γ2(∥u2∥) ≤ γ1(∥d1∥∞) + γ2(∥u2∥∞) ≤ ϵ < V(t).

From (7.3), one then has ∂V(t)
∂t ≤ 0 for all t ∈ (τ ′, τ ], which implies

V(τ)− V(τ ′) =
∫ τ

τ ′

∂V(t)
∂t

∂t ≤ 0.

This contradicts V(τ) > ϵ = V(τ ′). Therefore, V(t) ≤ ϵ,∀t. Finally from (7.2) one
has:

V(x1(t),x2(t)) ≤ ϵ =⇒ ∥y1(t)− y2(t)∥ ≤ ϵ.
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7.4 Case Study

To show the efficacy of the proposed approach, a model of the New England 39-
Bus Test System (NETS) is employed which is similar in design to the three-control
area power system in [16,144]. NETS has 10 machines, 39 buses and three areas. In
this chapter, just one area of this model is considered, containing 9 states with one
input and one disturbance. The single line diagram for this system is depicted in
Fig. 40. A linear model for Area 1 of NETS is acquired using the Simulink Model
Linearizer on the closed-loop system.

The large disturbance v1 is assumed to be measurable in the power system do-
main as the disturbance may represent changes in the behaviour of generation
and load components, e.g., generators, plug-in electric vehicles (EVs) and energy
storage systems (ESSs). The generation or load values of these components may
be known to operators and the connection and disconnection of these components
could be tracked through sensors in a smart grid. It is assumed there is access to a
fleet of EVs which can connect/disconnect from the power grid almost instantan-
eously. Such responsive loads are flexible and can be used for load shedding and
frequency regulation of smart grids [209].

The dynamics of the model can be presented as a linear system Σ1 equivalent
to (7.4) . A power loss disturbance of 1 per unit (100 MW, equivalent to a typical
generator or 35,000 households) is applied to Σ1 in all the scenarios of this case
study. The abstract system Σ2 is constructed using MATLAB’s balreal function by
truncating the matrices to a reduced-state order of 3. YALMIP [116] and MOSEK
[132] are employed to solve LMIs and optimisations in MATLAB on a macOS
machine with 8 GB RAM and Intel Core i5 Processor. Simulations are run over a
time horizon of 6 seconds, with a time step of 0.005 seconds.

7.4.1 System Specification

For this system, consider a specification for primary frequency control. The fre-
quency f can deviate away from its steady state value f0 = 50Hz, this deviation
is denoted by ∆f = f − f0. Two regions are bounded that the frequency de-
viation should never transition into; Aub = (0.5,+∞) and Alb = (−∞,−0.35).
Additionally, whenever there are deviations, it should come back the target range
T = [−0.3, 0.5]. Therefore the desired system behaviour can be described by the
LTL formula:

ψ = 2(ψ1 ∧ ψ2) with ψ1 = 3T , ψ2 = ¬(Aub ∨ Alb). (7.11)

The specification is modified in (7.11) appropriately with the error ϵ of the robust
simulation function to get a more conservative specification ψ̂ on Σ2. This modi-
fication ensures that whenever Σ2 satisfies ψ̂, then Σ1 satisfies ψ by applying the
appropriate input and disturbance interface functions for refining the controller.
Then, one has the modified specification

ψ̂ = 2(ψ̂1 ∧ ψ̂2) with ψ̂1 = 3T̂ , ψ̂2 = ¬(Âub ∨ Âlb), (7.12)
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Figure 40: A single line diagram of Area 1 of the New England 39-Bus Test System.

with T̂ = [−0.3 + ϵ, 0.5− ϵ], Âub = (0.5− ϵ,+∞) and Âlb = (−∞,−0.35 + ϵ).

7.4.2 Simulation Relation Error

The primary goal of employing robust simulation functions is to construct an ab-
stract system Σ2 which is ϵ-close to the concrete system Σ1, where ϵ remains small
enough. Note that in the modified specification (7.12), any value ϵ ≥ 0.4 results in
T̂ = ∅ and the set of controllers enforcing the specification becomes empty. There-
fore, the approximation approach must provide error thresholds small enough to
give a feasible controller on the abstract system.

7.4.3 Uncontrolled system.

If the response of EVs is not included in the system (u1 = 0), the open-loop Σ1 has
the maximum frequency deviation of ∆f = −0.6872Hz, which clearly violates
the specification ψ. Therefore, the contribution of EVs is essential to satisfy the
specification on the frequency.
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Figure 41: Top. Target range T is shown in green, Aub and Alb are shown in red
as two regions that the system should never transition into. The baseline control-
ler notably improves the frequency response of the system in compare with the
uncontrolled system. However, both curves still fall into the red unsafe region.
Bottom. The input uV is a byproduct of the simulation relation interface keeping
Σ1 and Σ2 ϵ-close. No controller is synthesised over Σ2, so u2 = 0.

7.4.4 Abstraction without disturbance refinement.

The error threshold ϵ is minimised under the assumption of no disturbance refine-
ment (D2 = 0), λ = 1.7, ∥u2∥∞ = 0.5, and 0.01 I9 ≤ M̄ ≤ 120 I9. This gives the
value ϵmin = 3.9156, which makes the specification ψ̂ unsatisfiable.

7.4.5 Abstraction with disturbance refinement.

Now the approach from Theorems 7.1–7.2 is used with the proposed disturbance
interface function. It is assumed λ and the bounds on M̄ and ∥u2∥ are selected
as before, R1 = 1, and Q1 = K1 = 0. D2 and B2 are optimised to minimise (7.8)
and (7.9), respectively. Accordingly, the value ϵmin = 0.1019.

In both cases of the approach with and without disturbance refinement, the same
matrices for Σ2 are constructed. The only difference is that D2 = 0 for the case
without disturbance refinement.



112 Robust Simulation Functions with Disturbance Refinement

Figure 42: Top. Target range T is shown in green, unsafe regions Aub and Alb are
shown in red. The controller designed using SCOTS and the robust simulation
function with disturbance refinement successfully satisfy ψ, compared with the
baseline controller which violates the specification. Bottom. The control input u2

designed using SCOTS for Σ2 and the refined control input u1 for Σ1 using the
robust simulation function.

7.4.6 Controller Synthesis Process

7.4.7 Baseline controller.

Consider the robust simulation function with the designed abstract system Σ2

and the interface functions (7.7) but with u2 = 0 in (7.7a). As Q2 and K2 are
non-zero in (7.7a), control inputs are chosen automatically based on the current
states of Σ1 and Σ2 to maintain the outputs of the two systems within distance ϵ.
When the power system frequency moves away from its steady-state value, the
input interface function uV generates a control input for Σ1, which is considered
as the baseline controller. Fig. 41 shows the frequency response in Σ1 without EV
participation (uncontrolled system with u1 = 0) against the baseline controller.
Although the baseline controller reduces the frequency deviations, it is still unable
to satisfy the required specification ψ.
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7.4.8 Controller using robust simulation functions.

The constructed abstraction Σ2 is employed as an appropriate substitute in the
controller synthesis process. In particular, by knowing ϵ as the maximum error
between outputs of Σ1 and Σ2, a symbolic controller can be first designed for the
reduced-order model Σ2 to satisfy ψ̂ and then be refined back to Σ1 with the guar-
antee on satisfying ψ. To do so, the tool SCOTS [163] is used for the synthesis
of the symbolic controller using a high-performance computer with 2 nodes and
11 GB memory per core, taking 55 minutes. Note that applying such a symbolic
design directly to the 9-dimensional system Σ1 is infeasible due the required ex-
ponentially large computational time and memory space.

Fig. 42 compares the baseline controller against the controller designed by com-
bining the robust simulation function with SCOTS. The input u2 designed by
SCOTS is taken as the minimum value that guarantees satisfaction of the specific-
ation ψ (to use participation of EVs only if needed). Successful synthesis of the
controller over Σ2 by SCOTS proves formally that ψ holds on Σ1. Fig. 42 (bottom)
shows that over the time interval t ∈ [0.5, 1], the controller designed on Σ2 takes
non-zero values to bring back the frequency to the intended target region, thus
enabling Σ1 to satisfy ψ.

Overall, formal guarantees are provided using symbolic control over a 9-dimensional
system while only requiring the computational load of a 3-dimensional system.
Verifying Theorem 7.2, the maximum mismatch between the output trajectories
of Σ1 and Σ2 is calculated from simulations. The value 0.6872 is acquired for the
approach without disturbance refinement and 0.0449 for the approach with dis-
turbance refinement. This confirms the theoretical error bounds ϵ for both cases.

7.5 Conclusion

This chapter extended the notion of simulation functions to its robust version by
considering large disturbances in the dynamics and introducing an interface func-
tion for the disturbance refinement. In particular:

• Concrete systems were approximated with abstractions of lower dimensions
(reduced-order models) and robust simulation functions were developed to
consider the perturbation in the abstract system.

• The proposed approach enables controller design using a reduced-order
form of the concrete system and reduces the computational load required
for formal synthesis.

• The applicability of the approach is illustrated by synthesising a formal con-
troller for a linear 9-state area of the known New England 39-Bus Test Sys-
tem, using only a 3-state abstract system.

• The method with disturbance refinement is compared against the one without
disturbance refinement to validate the results.
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The next chapter will further extend the concepts of this chapter to consider a class
of non-linear systems and also compositionality of the different power system
areas combining to control the full NETS system.



8 CHAPTER

Assume-Guarantee Contracts for
Compositional Control of Power

Systems

This chapter is concerned with an assume-guarantee contract ap-
proach to compositionally control the New England 39-bus Test System

(NETS). The proposed scheme is based on the work [206], and the res-
ults of the previous chapter looking at robust simulation functions (RSFs)
with disturbance refinement. The composition of multiple subsystems
can tackle difficulties associated with scalability, also known as the curse
of dimensionality. In the proposed setting, concrete subsystems are approx-
imated with abstractions with lower dimensions (a.k.a. reduced-order
models), while providing mathematical guarantees over the controller
synthesis. This is through the quantification of an upper bound on the
closeness between output trajectories of the original systems and their
reduced-order models. Two control methods are proposed to provide
guarantees for NETS: one using the principle of interconnected synchron-
ous machines and another considering the power flows in the network
between neighbouring subsystems.

Notation. The notation ∥a∥ is used for the Euclidean norm of a vector a, and ∥a∥∞
for taking the Euclidean norm followed by a maximisation over the bounded do-
main of a. Intervals as subsets of real numbers are denoted by B = [B,B] where
B and B are used for the lower and upper boundaries of the interval. Specific-
ally, B will denote the safe set and T the target set. Area and subsystem are used
interchangeably throughout this chapter.

115
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8.1 Introduction

Cyber-physical systems (CPS) combine both cyber and physical components in
interconnected models with interactions through feedback loops [106]. They are
an important modelling framework for engineering real-life systems such as the
power systems focused on in this thesis. The interconnection of these components
in the models often results in high-dimensional systems with complex behaviour
specifications that are generally safety critical in nature. Providing guarantees on
the behaviour of these systems is therefore essential but also incredibly challen-
ging. To tackle this difficulty, formal methods have been introduced in the relev-
ant literature as a strong mathematical framework to provide guarantees on either
verification or controller synthesis of CPS [99, 146].

Symbolic control is one of the promising techniques for formal control synthesis of
CPS [188]. In particular, symbolic models (a.k.a. finite abstractions), see Def. 4.8,
replace concrete systems to provide an easier medium for synthesis of a formal
controller. In abstraction-based techniques, each discrete state and input in the fi-
nite abstraction maps to an aggregate collection of continuous states in the original
(concrete) model. By establishing a similarity relation between original systems
and their symbolic models, one can consider the abstract system as an appropriate
substitute in the controller design process with lower computational complexity
while still preserving closeness guarantees between the two systems.

Simulation and bisimulation functions are powerful techniques to relate output
trajectories of abstract systems to those of concrete ones [19,188], see also Chapter 4.
If a concrete system is (bi)similar to an abstract system, only the abstract sys-
tem needs to be considered in the formal synthesis process, while guarantees are
still provided. For control systems where output trajectories of two systems may
not be identical, approximate (bi)simulation functions [67] have been developed
in which output trajectories of two systems are only required to remain measur-
ably close. In this case, the closeness between output trajectories through time can
be bounded by some maximal ϵ, known as the simulation relation error. Given
an ϵ-closeness, interface functions can be used to map the synthesised controller
from the abstract system back to the concrete one. In [96], this type of relation is
extended to robust simulation functions (RSF) with small disturbances inside the
concrete system, but with an unperturbed abstract system.

Abstraction-based techniques often suffer severely from the curse of dimensional-
ity while dealing with high-dimensional systems [77]. To alleviate this computa-
tional complexity, one potential approach is to use compositional techniques: de-
compose a large-scale system into multiple subsystems and provide analysis over
the high-dimensional system via its smaller subsystems [88]. Assume-guarantee
contracts have been explored extensively in the literature to provide control tech-
niques over a network of continuous-time dynamical systems [169]. Compos-
itional approaches have also been used for the construction of (in)finite abstrac-
tions for interconnected systems based on abstractions of smaller subsystems [100,
101, 148, 190].

Power networks are a demanding application of CPS that have received remark-
able attention in the past decade. In particular, as the contribution of renewable
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energy rises, power networks are becoming increasingly intermittent. To ensure
stability and functionality of power networks, demand-side control techniques
are required [28]. In this respect, smart grid control involves the demand-side
of a power grid responding to events in order to reduce the strain on the net-
work, while also optimising consumer satisfaction and other specialist require-
ments [95]. Smart grids contain sensors and information-based technical devices,
so it assumes that the current frequency, power generation or load values applied
in different locations of the system can be accurately measured.

Formal methods play a significant role in power systems to provide formal ana-
lysis over this type of demanding systems. In this regard, the work [181] proposes
approximate bisimulations in transient power systems and employs differential-
algebraic equations (DAEs) to model the New England 39-Bus Test System. In [9],
DAEs are utilised as models of the IEEE 14-Bus System and the IEEE 30-Bus Sys-
tem to provide reachability analysis for transient stability without performing any
controller synthesis. The work [110], studies formal analysis of power systems
via reachable sets of microgrids with distributed energy resources. The results
of [218] use contract-based symbolic controller design for voltage stability in DC
microgrids.

8.2 Original Contributions.

In this chapter, the notion of robust simulation functions (RSFs) with disturbance
refinement is generalised from linear systems to a class of nonlinear systems. An
assume-guarantee contracts approach with RSF for the control of an interconnec-
ted network composed of several subsystems is provided. Given the employed
assume-guarantee contracts with RSF, the efficacy of the results are demonstrated
on the New England 39-bus Test System (NETS), as a large closely-coupled bench-
mark test system, composed of three 9-dimensional subsystems (totally 27 di-
mensions). Model-order reduction techniques are leveraged to construct a 3-state
reduced-order model for each subsystem (totally 9 dimensions) to further mitig-
ate the curse of dimensionality. A set of temporal logic specifications are provided
for the GB power network. The results for primary frequency control are demon-
strated using two scenarios: (i) leveraging the principle of interconnected syn-
chronous machines to control isolated subsystems, and (ii) considering internal
disturbances in the network between different subsystems to provide accurate
controls using shared information of neighbouring frequencies. For the sake of
better illustrations of the results, the complex case study is presented as a running
example throughout this chapter.

A limited subset of the proposed results of this chapter are presented in Chapter 7.
The results of the previous chapter are extended in three main directions. First and
foremost, instead of considering only a single subsystem of NETS, an interconnec-
ted network of these subsystems is studied that are then controlled composition-
ally. Secondly, the theoretical results of Chapter 7 are generalised from simple
linear systems to a class of nonlinear control systems. Finally, the results are ap-
plied to the New England 39-bus Test System, as a highly challenging large-scale
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closely-coupled system, which is significantly more complex than the case study
in Chapter 7. The approach of Chapter 7 cannot cope with the case study in this
chapter due to the scalability limitations caused by the curse of dimensionality.

The chapter is organised as follows. Preliminaries and the class of systems are
provided in Section 8.3, this section also introduces NETS as a running case study
through this chapter. The GB power network frequency specifications are defined,
expressed in linear temporal logic (LTL) in Section 8.4. The notion of RSF with dis-
turbance refinement is generalised to a class of nonlinear systems in Section 8.5
and a proof of concept for the proposed technique is provided in Section 8.6. The
interconnection of subsystems is presented in Section 8.7 and the methodology
of assume-guarantee contracts in Section 8.8. Demonstrations of the proposed
approaches for isolated areas and for compositional techniques with internal dis-
turbances is provided in Sections 8.9 and 8.10, respectively. Finally, concluding
remarks are provided in Section 8.11.

8.3 Preliminaries

Subsystems. Consider a network of N subsystems, where each subsystem i can
be modelled by Σiz = (Xi

z, U
i
z, V

i
z ,W

i
z , g

i
z, Y

i
z1 , Y

i
z2 , h

i
z1 , h

i
z2), z ∈ {1, 2}, and i ∈

{1, . . . , N}, as in Def. 4.15. The evolution of subsystems can be characterised by

Σiz :


ẋiz = giz(x

i
z,u

i
z,v

i
z,w

i
z),

yiz1 = hiz1(x
i
z),

yiz2 = hiz2(x
i
z),

z ∈ {1, 2}, i ∈ {1, . . . , N}. (8.1)

where xiz ∈ Xi
z , yiz1 ∈ Y iz1 , yiz2 ∈ Y iz2 , uiz ∈ U iz , wi

z ∈ W i
z , and viz ∈ V iz . It is

assumed viz are measurable and potentially large.

Without loss of generality, consider Σi1 as the original (concrete) subsystem and Σi2
as its (possibly) lower-dimensional abstraction (with ni2 ≤ ni1). In the following,
the definition of interconnected systems is presented in which subsystems Σiz are
connected with each other via internal disturbances wi

z .

Using the definition of interconnected systems, Def. 4.16, the internal disturbances
are constrained by

[w1
z; . . . ;w

N
z ] =M[y1

z2 ; . . . ;y
N
z2 ].

The evolution of the interconnected system is therefore characterised by

Σz :

{
ẋz = gz(xz,uz,vz),

yz = hz(xz)
z ∈ {1, 2}.

Linear Temporal Logic Specifications. For dynamical systems in (8.1), consider
linear temporal logic (LTL) specifications with syntax

ψ := true | p | ¬ψ |ψ1 ∧ ψ2 |⃝ψ |ψ1 U ψ2,
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where p is the element of an atomic proposition, see also Def. 4.10. I refer the
reader back to Chapter 4 for more details.

Running Case Study. The developed approach in this chapter is applied mainly
to a model of New England 39-bus Test System (NETS) as a highly challenging and
demanding power system. This model is similar to the three-control area power
system in [144], where here it is presented as a running case study throughout
this chapter for the sake of better illustration. NETS has 10 machines, 39 buses,
46 lines and three areas. One of the generators is used to represent the connection
between the NETS power system and the wider American power network. This
provides an especially challenging case study for the techniques proposed in this
chapter.

NETS can be decomposed into three smaller areas (a.k.a. subsystems), each of
which contains three generators. The interconnected system consists of 27 states,
with 9 states in each area. In addition, possible external disturbances are con-
sidered together with inputs (one per area) that can be used for control synthesis
purposes, e.g., Energy Storage Systems (ESSs) or Plug-in Electric Vehicles (EVs).
Internal disturbances are defined here as power dynamics affecting a local area,
i.e., own subsystem, caused by neighbouring areas i.e., other subsystems.

In this running case study, the main goal is to formally control NETS. Given that
formal control approaches often struggle with scalability, model order reduction
techniques are employed together with RSF with disturbance refinement to reduce
the number of states while providing mathematical guarantees for the system be-
haviour. Reducing NETS from 27 states to lower dimensions introduces a reduc-
tion error ϵ which is generally very large. Therefore, a compositional technique is
employed to first decompose the NETS into three 9-dimensional areas and then
reduce the dimension of each area via constructing reduced-order abstractions.

It is worth highlighting that although each decomposed area of NETS has 9 states,
this is still an intractable problem due to the curse of dimensionality during the syn-
thesis procedure. To resolve this issue, the first aim is building a reduced-model
abstraction with 3 states for each area and then constructing an RSF with disturb-
ance refinement as a relation between each concrete area and its reduced-order
model. To maintain the interconnection of all areas, the frequency of neighbour-
ing areas are used as internal disturbances of the local area. The following rela-
tionship between frequencies is used to connect these areas

2π

s

N∑
j=1

T ij(f i − f j), (8.2)

where f i is the local area frequency and f j are neighbouring area frequencies, T ij

are constants related to the power interchange between the respective neighbours.
By leveraging the principle of interconnected synchronous machines [95], one can
assume that for all neighbours, f i = f j . This assumption results in (8.2) to be
zero so that each area is simplified to 9 states with no internal disturbances. The
linear dynamics of NETS are acquired using the Simulink Model Linearizer on the
closed-loop system.
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8.4 Frequency Specifications

In this section, the requirements on frequency regulation of the GB power grid
are defined using LTL specifications. The requirements are compiled from the
collection of references [69, 138–140, 142, 173] as follows. The nominal frequency
of the GB power grid is f0 = 50 Hz. The frequency f should remain between the
statutory limits S = [S,S] with S = 49.5 Hz and S = 50.5 Hz, for all losses up to
the maximum normal infeed loss (L = 1320MW ):

ψnormal := [loss ≤ L] =⇒ 2[f ∈ S].

Losses greater than 1320 MW are considered infrequent infeed losses and may fall
below the statutory limits briefly, but no lower than the containment zone value
Z = 49.2 Hz. Within a time constraint of 60 seconds, the frequency should return
to the statutory limits under the following conditions:

ψinfrequent := [loss ≥ L ∧ f < S] =⇒
[360(f ∈ S) ∧2(f ≥ Z)].

If the frequency rises above 52 Hz or falls below 47 Hz, i.e., there is system shut-
down, which should be avoided at all costs:

ψshutdown := 2[47 ≤ f ≤ 52].

Additionally, the GB power grid specifies certain minimum time constraints for
the devices contributing to primary, secondary and high frequency response ser-
vices, as discussed next.

Firm Frequency Response (FFR). For devices contributing to primary frequency
response, it is necessary to inject power (Pp > 0 MW ) within 2 seconds of a low
frequency event (Elow), and provide maximum power (Pmaxp ) by 10 seconds. This
maximum power must be at least 1MW per response device or aggregated load.
This delivery should be maintained for 30 seconds:

ψp1 := Elow =⇒ [32(Pp > 0) ∧310(Pp = Pmaxp )],

ψp2 := [Pp = Pmaxp ] =⇒ 230[Pp = Pmaxp ],

ψp := ψp1 ∧ ψp2. (8.3)

For devices contributing to secondary frequency response, it is essential to begin in-
jecting maximum power (Pmaxs ) within 30 seconds of a low frequency event. Sim-
ilarly, the delivery (Ps) should be maintained for 30 minutes:

ψs1 := Elow =⇒ 330[Ps = Pmaxs ],

ψs2 := [Ps = Pmaxs ] =⇒ 21800[Ps = Pmaxs ],

ψs := ψs1 ∧ ψs2. (8.4)

It is possible for devices to perform both primary and secondary response services
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in the power grid with the following specification:

ψps := ψp ∧ ψs.

Equivalent high frequency response specifications for any high frequency event (Ehigh)
are similar to both (8.3) and (8.4) but without a fixed delivery duration.

Enhanced Frequency Response (EFR). Taking advantage of the fast response cap-
abilities of energy storage systems (ESSs), enhanced frequency response (EFR) is
designed to allow state-of-charge (SoC) management which is not possible with
FFR. ESS should respond within 1 second of the frequency crossing the deadband
threshold which can be set at db = [49.95, 50.05] Hz for a wide deadband and
db = [49.985, 50.015] Hz for a narrow deadband. The EFR service provided must
be bidirectional, i.e, both exported and imported to/from the grid. It must be
possible for the EFR service to be provided at 100% capacity (PEFRmax ) for a min-
imum of 15 minutes. To avoid short-term frequency instability issues from the
fast response, ramp-rate limitations have been included in the specification when
the frequency is inside the envelope but outside of the deadband. The ramp-rate
limitations are included to limit short-term stability problems [69]. The maximum
change in output is limited as a proportion of the rate of change of the frequency
(ROCOF or ∂f

∂t ). The ramping constant k is 0.45 for the wide deadband and 0.485
for the narrow deadband:

PmaxEFR(−
1

k

∂f

∂t
− 0.01) <

∂P
∂t

< PmaxEFR(−
1

k

∂f

∂t
+ 0.01),

ψ1
efr := [f /∈ db] =⇒ 31[ P = PmaxEFR],

ψ2
efr := [P = PmaxEFR] =⇒ 2900[P = PmaxEFR],

ψefr := ψ1
efr ∧ ψ2

efr.

Running case study (continued): Consider a stricter primary frequency specifica-
tion, in which the frequency f can deviate away from its steady state value f0,
the deviation is denoted by ∆f = f − f0. Two regions can be bounded that
the frequency deviation should never transition into, Aub = (B,+∞) and Alb =
(−∞,B). Additionally, whenever there are deviations, the frequency should re-
turn to the target range T = [T , T ]. The desired system behaviour can be de-
scribed by the following LTL formulae:

ψ = 2(ψ1 ∧ ψ2) with ψ1 = 3T , ψ2 = ¬(Aub ∨ Alb).

This specification is modified appropriately with the simulation relation error ϵ to
acquire a conservative specification ψ̂ over Σ2 as:

ψ̂ = 2(ψ̂1 ∧ ψ̂2) with ψ̂1 = 3T̂ , ψ̂2 = ¬(Âub ∨ Âlb), (8.5)

with T̂ = [T + ϵ, T − ϵ], Âub = (B− ϵ,+∞) and Âlb = (−∞, B+ ϵ). This modifica-
tion ensures that whenever the abstract system Σ2 satisfies ψ̂, the concrete system
Σ1 satisfies the original specification ψ by applying appropriate input and dis-
turbance interface functions for refining the controller.
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8.5 Simulation Functions

In this work, the notion of robust simulation functions is leveraged to construct
an abstract system which is ϵ-close to the concrete one, where ϵ remains small
enough. In the following subsection, it is shown how incorporating the disturb-
ance of the concrete system into the abstract one, through an interface function dV ,
can further reduce the simulation relation error ϵ between Σ1 and Σ2. This enables
one to perform controller synthesis on the abstract domain and refine it back over
potentially high-dimensional original system while improving the scalability of
the control scheme.

8.5.1 Robust Simulation Function with Disturbance Refinement

Given the system in (8.1), the definition of a robust simulation function V with
two interface functions uV and dV is formalised as the following.

Definition 8.1 (Robust Simulation Functions). Consider two systems of the form (8.1).
Let V : X1 × X2 −→ R+ be a smooth function, uV : U2 × X1 × X2 −→ U1 and dV :
V1 ×W1 ×X1 ×X2 −→ V2 ×W2 be continuous functions. Then the function V is called
a robust simulation function (RSF) from Σ2 to Σ1 and uV , dV are its associated interface
functions if there exist class-κ functions ϱ1 and ϱ2 such that for all x1 ∈ X1, x2 ∈ X2 ,

∥h1(x1)− h2(x2)∥ ≤ V(x1,x2), (8.6)

for any u2 ∈ U2 and d1 ∈ [V1 W1]
T satisfying ϱ1(∥d1∥) + ϱ2(∥u2∥) ≤ V(x1,x2), then

∂V
∂x2

f2(x2,u2, dV(d1,x1,x2))+

∂V
∂x1

f1(x1, uV(u2,x1,x2),d1) ≤ 0. (8.7)

So, Σ1 robustly approximately simulates Σ2 if there exists an RSF V from Σ2 to Σ1.

The next subsection focuses on a class of nonlinear control systems with poten-
tially large measurable disturbances and proposes an approach to construct its
reduced-dimensional abstractions together with an RSF as presented in Defini-
tion 8.1.

8.5.2 Class of Nonlinear Systems under Large Measurable Dis-
turbance

Here, the focus is on a class of nonlinear control systems with (potentially large)
measurable disturbances. A model in this class and its abstraction are specified
by

Σz :


ẋz = Azxz +Bzuz +Gzvz

+Szwz + Ezϕ(Fzxz),

yz = Czxz,

z ∈ {1, 2}, (8.8)
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where Az ∈ Rnz×nz , Bz ∈ Rnz×p, Cz ∈ Rm×nz , Gz ∈ Rnz×q, Sz ∈ Rnz×r, Ez ∈
Rnz×1, Fz ∈ R1×nz . In addition, ϕ : R → R is a nonlinear term satisfying the
following slop restriction:

a ≤ ϕ(c)− ϕ(d)
c− d

≤ b, ∀c, d ∈ R, c ̸= d. (8.9)

Remark 8.1. Note that ifE1 = 0 and/or F1 = 0 in (8.8), the proposed approach simplifies
to the one provided in Chapter 7 for the class of linear control systems with potentially
large measurable disturbances.

Let dz = [vz wz]
T ∈ [Vz Wz]

T and Dz = [Gz Sz] ∈ Rnz×(q+r) be the concatenation
of external and internal disturbances. It is assumed d1 is a measured disturbance
having some known bound ∥d1∥∞ ≤ dmax. Moreover, d2 is derived from d1 with
the interface function dV (cf. (8.12b)). The main to solve in this chapter problem is
now presented.

Problem Description 8.1. Given a nonlinear system Σ1 under large measurable dis-
turbances and an LTL specification ψ, construct its reduced-dimensional abstraction
Σ2 together with an RSF as presented in Definition 8.1. Leverage the constructed
abstraction Σ2 and design a formal controller through simulation relations with dis-
turbance refinement such that the specification is satisfied over the original system.
Assume that the (potentially) large disturbance v1 is measurable in the power system.

In order to address Problem 8.1, the following lemma and theorems are raised.

Lemma 8.1. If Σ1 is stabilisable, there are matrices K1,K2, P,D2, Q1, L11, L21 such
that H is Hurwitz, and there exist a positive-definite matrix M and a positive constant λ
such that the following matrix inequalities hold:

CT1 C1 ≤M, (8.10a)

HTM +MH ≤ −2λM, (8.10b)

where

H = (A1 − PD2(K1 +Q1) +B1K2) + δ(E1 +B1L21 − PD2L11)F1.

Here δ is an upper bound of δ, where δ is a scalar in the interval [a, b], in ϕ(F1x1) −
ϕ(F1Px2) = δF1(x1 − Px2) obtained from the slope restriction (8.9).

Utilising Lemma 8.1, the next theorem to construct an RSF is proposed.

Theorem 8.1. Consider two systems of the form (8.8). Assume that Σ1 is stabilisable, a
feedback gain K1 exists for Σ2 and that there exist matrices P , K2, Q1, Q2, L11, L12, L21

and L22 such that the following matrix equalities hold:

C2 = C1P, (8.11a)
F2 = F1P, (8.11b)
A1P +B1Q2 = PA2 + PD2Q1P, (8.11c)
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E1 = PE2 −B1(L21 − L22) + PD2(L11 − L12). (8.11d)

Then V in the form of

V(x1,x2) =
√
(x1 − Px2)TM(x1 − Px2)

is an RSF from Σ2 to Σ1 with its associated interfaces

uV = K2(x1 − Px2) +Q2x2 +R2u2

+ L21ϕ(F1x1)− L22ϕ(F1Px2), (8.12a)
dV = K1(x1 − Px2) +Q1x1 +R1d1

+ L11ϕ(F1x1)− L12ϕ(F1Px2). (8.12b)

In addition, the class-κ functions ϱ1 and ϱ2 are designed as

ϱ1(ν) =
∥
√
M(D1 − PD2R1)∥

λ
ν, (8.13)

ϱ2(ν) =
∥
√
M(B1R2 − PB2)∥

λ
ν, (8.14)

where R1 and R2 are some arbitrary matrices of appropriate dimensions, and M,λ are
matrices satisfying (8.10).

Proof. From (8.10a) and (8.11a), then

V(x1,x2) ≥
√
(x1 − Px2)TCT1 C1(x1 − Px2) = ∥C1x1 − C2x2∥,

implying that condition (8.6) holds. Now, to show condition (8.7) holds, as well.
Using (8.10b) and (8.11b)-(8.11d), one has

∂V
∂x2

g2(A2x2 +B2u2 +D2dV + E2ϕ(F2x2))

+
∂V
∂x1

g1(A1x1 +B1uV +D1d1 + E1ϕ(F1x1))

≤ −λV(x1,x2) + ∥
√
M(D1 − PD2R1)d1 +

√
M(B1R2 − PB2)u2∥

≤ −λV(x1,x2) + ∥
√
M(D1 − PD2R1)∥∥d1∥+ ∥

√
M(B1R2 − PB2)∥∥u2∥.

Therefore, given that

∥
√
M(D1 − PD2R1)∥

λ
∥d1∥+

∥
√
M(B1R2 − PB2)∥

λ
∥u2∥ ≤ V(x1,x2),

then
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∂V
∂x2

g2(A2x2+B2u2 +D2dV + E2ϕ(F2x2))+

∂V
∂x1

g1(A1x1 +B1uV +D1d1 + E1ϕ(F1x1)) ≤ 0,

which completes the proof.

The constructed V in Theorem 8.1 is leveraged to quantify the mismatch between
output trajectories of Σ1 and Σ2 with measurable disturbances, as presented in the
next theorem.

Theorem 8.2. Consider two systems of the form (8.8). Let V be an RSF from Σ2 to Σ1

with its associated interface function uV . Let u2(t) be an admissible input of Σ2 and x1(t)
be a state trajectory of Σ1 satisfying

ẋ1 = A1x1 +B1uV +D1d1 + E1ϕ(F1x1). (8.15)

Then

∥y1(t)− y2(t)∥ ≤ max{V(x1(0),x2(0)), ϱ1(∥d1∥∞) + ϱ2(∥u2∥∞)}.

Proof. For the sake of an easier presentation, notation is slightly abused to denote
V(x1(t),x2(t)) by V(t). Let

ϵ = max{V(0), ϱ1(∥d1∥∞) + ϱ2(∥u2∥∞)}.

Now, show V(t) ≤ ϵ for all t. Showing V(0) ≤ ϵ is straightforward due to the
definition of ϵ. The rest of the proof is shown based on contradiction. Assume
there exists τ > 0 such that V(τ) > ϵ. Then there also exists some 0 ≤ τ ′ < τ such
that V(τ ′) = ϵ and ∀t ∈ (τ ′, τ ],V(t) > ϵ. Note that, ∀t ∈ (τ ′, τ ],

ϱ1(∥d1∥) + ϱ2(∥u2∥) ≤ ϱ1(∥d1∥∞) + ϱ2(∥u2∥∞) ≤ ϵ < V(t).

From (8.7), then ∂V(t)
∂t ≤ 0 for all t ∈ (τ ′, τ ], which implies

V(τ)− V(τ ′) =
∫ τ

τ ′

∂V(t)
∂t

∂t ≤ 0.

This contradicts V(τ) > ϵ = V(τ ′). Therefore, V(t) ≤ ϵ for all t. Finally from (8.6),
then:

V(x1(t),x2(t)) ≤ ϵ =⇒ ∥y1(t)− y2(t)∥ ≤ ϵ.

The primary goal of employing RSF is to construct an abstract system Σ2 which
is ϵ-close to the concrete system Σ1, where ϵ remains small enough. Note that in
the modified specification (8.5), any value ϵ such that T̂ = ∅ causes the set of con-
trollers enforcing the specification to also be empty. Therefore, the approximation
approach must provide error thresholds small enough to give a feasible controller
on the abstract system.



126 Assume-Guarantee Contracts for Compositional Control of Power Systems

8.6 Proof of Concept

Consider Σ1 as the interconnected NETS, Σi1 as the 9-state decomposed subsys-
tem i and Σi2 as the 3-state reduced-order subsystem i. In all scenarios of this case
study, consider a power loss disturbance of vi1 = 1 per unit (100 MW, equivalent to
a typical generator or 35,000 households) as the default external disturbance. Con-
struct abstract systems Σi2 using MATLAB’s balreal function by truncating matrices
to a reduced-state order of 3. YALMIP [116] and MOSEK [132] are employed for
solving LMIs on a macOS machine with 8 GB RAM and Intel Core i5 Processor.
The tool SCOTS [163] is also used for the synthesis of the symbolic controller using
a high-performance computer with 2 nodes and 11 GB memory per core. Simula-
tions are run over a time horizon of 6 seconds, with a time step of 0.005 seconds.
The values of the interconnected NETS model as well as the different subsystems
can be found in the Appendix.

Running case study (cont.): To demonstrate the proposed RSF with disturbance
refinement, consider just one area of NETS, containing 9 states with one input,
one external disturbance and no internal disturbance. The single line diagram for
this system is depicted in Fig. 40. A linear model for Area 1 of NETS is acquired
using the Simulink Model Linearizer on the closed-loop system.

To add nonlinear parts to this model, a collection of energy storage systems (ESSs)
are considered which provide feedback control to the system depending on the
current frequency. The power output of these ESSs is limited by a saturation func-
tion. It is assumed one has knowledge of dynamics of this feedback but no control
over its power output. The dynamics of this output are adapted and simplified
from aggregate battery charger models appeared in [81, 133]:

∆PESS = NESS × sat(
kESS
RESS

∆f),

where PESS is the power contribution of ESSs, f is the system frequency, NESS
is the number of participating ESSs, kESS is the average participation factor, and
RESS is the droop constant. The saturation function sat(x) is also defined as

sat(x) :=


ESSmax, x ≥ ESSmax,
x, ESSmin ≤ x ≤ ESSmax,
ESSmin, x ≤ ESSmin.

Assume that the (potentially) large disturbance v1 is measurable in the power sys-
tem domain given that the disturbance may represent changes in the behaviour of
generation and load components, e.g., generators, plug-in electric vehicles (EVs)
and ESSs. The generation or load values of these components may be known to
operators and the connection/disconnection of these components could be tracked
through sensors in a smart grid. It is assumed one has access to a penetration of
ESSs which can connect/disconnect from the power grid almost instantaneously.
Such responsive loads are flexible and can be used for load shedding [208] and fre-
quency regulation of smart grids [209]. The dynamics of the model are therefore a
nonlinear system Σ1

1 equivalent to (8.8).
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8.6.1 Simulation Relation Error

Uncontrolled system. If the response of EVs is not included in the system (u1 =
0), the open-loop nonlinear system Σ1 has the maximum frequency deviation of
∆f = −0.6872Hz, which clearly violates the specification ψ. Therefore, the con-
tribution of EVs is essential to satisfy the specification on the frequency.

Abstraction with disturbance refinement. Using the proposed approaches from The-
orems 8.1–8.2 with the proposed disturbance interface function. The safe and tar-
get sets are defined as B = −0.35, B = 0.5, T = −0.3 and T = 0.5. Assume,
λ = 1.7, ∥u2∥∞ = 0.5, and 0.01 I9 ≤ M̄ ≤ 120 I9, L22 = 1, L21 = 0, D2 = E2

and Q1 = K1 = 0. R1, R2 and B2 are optimised to minimise (8.13) and (8.14),
respectively. Accordingly, the value ϵ = 0.1019.

8.6.2 Controller Synthesis

Baseline controller. Consider the RSF with the constructed abstract system Σ2 and
the interface functions (8.12) but with u2 = 0 in (8.12a). As Q2 and K2 are non-
zero in (8.12a), control inputs are chosen automatically based on the current states
of Σ1 and Σ2 to maintain outputs of the two systems within distance ϵ. When
the power system frequency moves away from its steady-state value, the input
interface function uV generates a control input for Σ1, which is considered here
as a baseline controller. The frequency response in Σ1 without EV participation
(uncontrolled system with u1 = 0) against the baseline controller is depicted in
Fig. 43. Although the baseline controller reduces the frequency deviations, it is
still unable to satisfy the required specification ψ.

Controller using RSF. The constructed abstraction Σ2 is employed as an appropriate
substitute in the controller synthesis process. In particular, by knowing ϵ as the
maximum error between outputs of Σ1 and Σ2, a symbolic controller can be first
designed for the reduced-order model Σ2 to satisfy ψ̂ and then be refined back
to Σ1 while providing a guarantee on the satisfaction of ψ. The synthesis of the
symbolic controller takes 77 minutes and 34 seconds.

Remark 8.2. Note that synthesising such a symbolic controller directly from any 9-
dimensional system is impossible due the required exponentially large computational time
and memory space.

A comparison between the baseline controller and the synthesised one is provided
in Fig. 44. The input u2, synthesised by SCOTS, is chosen to be the minimum
u2 that guarantees satisfaction of the specification ψ. Successful synthesis of the
controller over Σ2 formally shows that ψ also holds on Σ1. Fig. 44 (bottom) shows
that over the time interval t ∈ [0.5, 1], the synthesised controller over Σ2 takes
non-zero values to bring back the frequency to the intended target region, thus
enabling Σ1 to satisfy ψ.

As it can be observed, formal guarantees were provided using symbolic control
over a 9-dimensional system while only requiring the computational load of a
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3-dimensional system. To verify Theorem 8.2, quantify the maximum mismatch
between output trajectories of Σ1 and Σ2 from simulations as

max
t
∥y1(t)− y2(t)∥ = 0.0541.

Since this value is less than ϵ, the controller is demonstrably formally robust.

Remark 8.3. Note that the input profile is different to previous chapters due to the in-
terface function attempting to keep the frequencies of the concrete system and the abstract
system close.

Figure 43: Top. Target range T is shown in green, Aub and Alb are shown in
red as two regions that the system should never transition into (unsafe regions).
The baseline controller notably improves the frequency response of the system in
compare with the uncontrolled system. However, both curves still fall into the
red unsafe region. Bottom. The input uV is a byproduct of the simulation relation
interface keeping Σ1 and Σ2 ϵ-close. Since no controller is synthesised over Σ2,
then u2 = 0.

8.7 System and Specification Interconnection

In the previous section, it was seen, through a proof of concept, how to mitigate
the curse of dimensionality using simulation functions with disturbance refinement
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Figure 44: Top. Target range T is shown in green, and unsafe regions Aub and
Alb are shown in red. The controller designed using SCOTS and the RSF with dis-
turbance refinement successfully satisfy ψ, compared with the baseline controller
which violates the specification. Bottom. The control input u2 designed using
SCOTS for Σ2 and the refined control input u1 for Σ1 using the RSF.

with a reduced-order model. The proposed approach considered a system model
which was computationally intractable to synthesise and reduced it down to a
system model with lower dimensions. The trade-off required a buffer ϵ, which
is included in the synthesis to make sure the controller is robust to the loss of
information due to the reduction. The more the system is reduced, the larger ϵ
will be and the greater the challenge of synthesising a robust controller.

This approach is conservative when dealing with large-scale systems. To improve
this technique for high-dimensional systems, the RSF with disturbance refinement
can be combined with compositionality techniques from the literature, particu-
larly assume-guarantee contracts. In particular, consider the large-scale system as
an interconnected network composed of several smaller subsystems. Subsystems
are worked on by constructing a reduced-order model abstraction for each subsys-
tem. Under assume-guarantee contracts, the results from subsystems can be lifted
to the interconnected system by providing formal guarantees on the satisfaction
of the overall specification over the interconnected system.

Running case study (cont.): Here, consider NETS to be a composition of three
areas, connected via the interface function on the frequency in (8.2). A graphical
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representation of interconnections of NETS is provided in Fig. 45, in which each
subsystem is labelled with its input, disturbance, and frequency.

Σ1

Σ2

Σ3

y2
12

y1
12 y3

12

y2
12

y1
12

y3
12

u1
1

u2
1

u3
1

v1
1

v2
1

v3
1

Figure 45: A graphical representation of NETS composed of 3 subsystems as ver-
tices and interconnections with neighbours as edges. Including subsystems Σi, in-
puts ui1, external disturbances vi1, and internal disturbances derived as wi

1 = yi12 .

The next subsection describes how local formal specifications of each subsystem
can be combined to give a formal specification globally.

8.7.1 Specification Composition

The particular LTL properties useful for composition are conjunction (∧) and dis-
junction (∨). Two separate LTL specifications can be combined to create either a
stricter or looser specification. Therefore, in the case study, one can define local
specifications on subsystems and combine them with conjunction to form a global
LTL specification for the overall NETS.

Running case study (cont.): In NETS, the most important requirement is safety
(or invariance), where globally the frequency must never fall beneath the contain-
ment zone. Additionally, the reachability specifications can be complementary as
all subsystems are considered to have similar frequencies from the principle of
interconnected systems. Therefore, all subsystems should simultaneously move
toward their target area, if those targets are in a similar location.

The LTL specification ψ for the global system can be written using local specifica-
tions ψi for all subsystems i as

ψi = 2[f i ≥ Z], ∀i ∈ {1, . . . , N},

ψ =

N∧
i=1

ψi.
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Since subsystems use (8.2) to transfer power between the networks, this needs to
be considered in local specifications. Concisely, when synthesising controllers to
guarantee the specification for a local area, the worst-case scenarios of its neigh-
bours’ actions should be considered. This is done in two different ways in the
next sections: the first is to consider that the frequency in all areas is always the
same (i.e., isolated subsystems) or to include the frequency of the other areas as an
internal disturbance to the local area (i.e., compositionality with internal disturb-
ances).

Remark 8.4. For emphasis, I remark again that the global specification for all the areas is a
simple safety specification, but each local area has a more detailed reach-avoid specification.

8.8 Assume Guarantee Contracts

Under assume-guarantee contracts, described in Chapter 4, subsystems can be
controlled independently and combined to provide interconnected system guar-
antees. Satisfaction of the contract is acquired when individual subsystem con-
tracts have a refinement relation. Controllers designed on these subsystems then
provide a decentralised approach to acquiring guarantees.

Σ1 Σ2 Σ3

u1
1 v1

1 u2
1 v2

1 u3
1 v3

1

Figure 46: Design of NETS using isolated subsystems from the principle of inter-
connected synchronous machines.

8.9 Controllers for Subsystems

Running case study (cont.): Here, subsystems are isolated from each other using
the assumption that the frequency of the NETS is the same for all subsystems, i.e.,
f1 = f2 = f3. This assumption follows the principle of interconnected synchron-
ous machines. Under this assumption, the internal disturbance from neighbour-
ing subsystems is removed, and accordingly, (8.2) equates to zero. An updated
visual depiction of NETS is provided in Fig. 46.

Controllers are synthesised to satisfy the specification (or contract) of the intercon-
nected system using contract composition of each subsystem. If the frequencies
of each area remain close to one another and a controller is designed to satisfy the
specification, then the contract is satisfied for the subsystem. When all subsys-
tem contracts are satisfied and a refinement relation holds for the contract com-
position, then the specification/contract for the interconnected power network is
satisfied.
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Decentralised NETS Control

Using a similar technique to Section 8.6 with the linear case (Ei1 = F i1 = 0 in (8.8)),
each area’s controller can be synthesised independently with no internal disturb-
ances between neighbouring areas due to their isolation. By combining the guar-
antees that the controllers provide on each area, the global specification can be
ensured on NETS. Under the assumption that the area frequencies remain close to
one another, each subsystem can be disturbed independently by some vi1, and no
area should violate its specification.

The global specification is defined as

ψ = ψ1 ∧ ψ2 ∧ ψ3,

where ψi is the specification of subsystem i. Isolating the areas also uncouples
the reachability specifications providing a higher likelihood of formal guarantees
over the interconnected system. For the safety guarantees, if a system can guar-
antee ∆f i never falls to −0.35 Hz, then it implicitly guarantees ∆f i never falls to
−0.6 Hz. So the overall guarantee provided for all areas would match the weak-
est guarantee of a single area (i.e., worst-case scenario). In Fig. 47, subsystems are
disturbed by each vi1 = 1 per unit (ui2 = 0) and the frequency of multiple areas
violates the safety specification.

By deploying the formal synthesised controllers where ui2 = 0.5, the assume-
guarantee contract approach shows all subsystems satisfy both the safety guar-
antees of ψ and also the reachability guarantees. The frequency of each area also
remains close to the neighbouring regions.

Single Area Control

Consider Area 3 of NETS. When designing the controller, consider a large measur-
able disturbance v3

1 of 1 per unit. In addition, v1
1 = v2

1 = 0. B = −0.6, T = −0.35,
B = T = ∞, u3

2 = 0.5, and ϵ is calculated as 0.1016. The synthesised controller
is depicted in Fig. 49. It is worth remarking that for Area 3, it was not possible
to find as tight of a reach-avoid bound as in Σ1 (Fig. 51) and Σ2 (Fig. 52), where
B = −0.35, T = −0.3, B = T =∞.

8.10 Compositionality with Internal Disturbances

Now, compositional techniques are employed exclusively to capture internal dis-
turbances from neighbouring subsystems. Under assume-guarantee contracts, the
aim is to strengthen the guarantees on the behaviour of the system using shared
information.

Running case study (cont.): For NETS, additional knowledge of the frequency
of neighbouring regions is considered which impacts the frequency of the local
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Figure 47: Interconnected system without control. Top. Target region T and unsafe
region A are shown in green and red, respectively. For the baseline controller
which keeps Σ1 and Σ2 ϵ-close, it can be seen that f1 falls into the red unsafe
region. Bottom. The inputs are a byproduct of the simulation relation interface
keeping Σ1 and Σ2 ϵ-close. No additional controller is synthesised over Σ2.

subsystem. Consider the frequency of neighbouring subsystems as internal dis-
turbances defined in (8.2).

When synthesising a controller, it is important to include the neighbouring fre-
quency information in the synthesis procedure. Here, a reach-avoid specifica-
tion is considered where each subsystem should avoid a region of the state space
while trying to return a safe region after being disturbed. The disturbance of a
neighbouring area should never cause the local area to violate the specification.
Therefore, in the control synthesis problem, the controller should be robust to the
worst-case neighbours’ frequencies. Given the reach-avoid specification for each
area, the boundary of the avoid region can be used to define the worst-case dis-
turbance acting on a local subsystem from its neighbour. Fig. 50 shows how this
looks for Σ3 with input u3

1, external disturbance v3
1, and internal disturbances

w1
1 = y1

12 and w1
1 = y2

12 .

Using the compositional approach, subsystems have two internal disturbances
coming from the neighbouring areas. For the RSF with disturbance refinement,
these two disturbances have a significant impact on the value of ϵ. For Σ1, the
isolated systems approach has ϵ = 0.1016 while for compositionality ϵ = 0.1896.
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Figure 48: Interconnected system with formal control. Top. Target region T and un-
safe region A are shown in green and red, respectively. The controller, designed
using SCOTS, and the RSF with disturbance refinement successfully satisfy ψ.
Bottom. The synthesised control input for Σ2 and the refined control input for
Σ1 using RSF are combined to provide inputs which guarantees the satisfaction of
specification.

For the compositional approach, one defines a global specification that when a
disturbance v3

1 ≤ 1 is present in Σ3, no area’s frequency should fall below ∆f i ≤
−0.6 Hz. The simulation relation error is computed as ϵ3 = 0.1992, where u3

2 =
1. If the response of EVs is not included in the system (u3

2 = 0), the maximum
frequency deviation violates the specification, as can be seen in Fig. 53. Therefore,
the contribution of EVs is essential to satisfy the specification on the frequency, as
shown in Fig. 54.

8.11 Conclusion

This chapter studied two compositional control approaches for large-scale power
systems while providing guarantees over the system’s behaviour. Including:

• Providing a temporal logic specification for frequency regulation in the GB
Power Network;



8.11 Conclusion 135

Figure 49: Area 3 with formal control. Top. Target region T and unsafe region A
are shown in green and red, respectively. The controller, designed using SCOTS,
and the RSF with disturbance refinement successfully satisfy ψ. Bottom. The
synthesised control input for Σ2 and the refined control input for Σ1 using RSF
are combined to provide u3

1 which guarantees the satisfaction of specification.

• Employing assume-guarantee contracts using robust simulation functions
(RSF) with disturbance refinement to design decentralised controllers for
distinct power system areas while providing guarantees for the fully inter-
connected power network;

• Demonstrating the compositional approach in two ways: i) using the prin-
ciple of interconnected synchronous machines, ii) considering bounds on
the power flows between neighbouring subsystems, relative to the area’s
frequency;

• Extending the notion of RSFs with disturbance refinement to a class of non-
linear systems;

• Using the New England 39-Bus Test System as a challenging running case
study to demonstrate the proposed approach.

The following chapter will conclude the thesis and provide recommended areas
for future research.
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Figure 50: The NETS subsystem Σ3 displayed as a vertex of a graph with subsys-
tems as other vertices and interconnections with neighbours as edges. u3

1 is an
input, v3

1 is an external disturbance, while w1
1 = y1

12 and w2
1 = y2

12 are internal
disturbances for Σ3.

Figure 51: Area 1 with formal control. Top. Target region T and unsafe region A are
shown in green and red, respectively. The synthesised controller and the robust
simulation function with disturbance refinement successfully satisfy ψ1. Bottom.
The synthesised control input for Σ2 and the refined control input for Σ1 using RSF
are combined to provide u3 which guarantees the satisfaction of specification.
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Figure 52: Area 2 with formal control. Top. Target region T and unsafe region A are
shown in green and red, respectively. The synthesised controller and the robust
simulation function with disturbance refinement successfully satisfy ψ2. Bottom.
The synthesised control input for Σ2 and the refined control input for Σ1 using RSF
are combined to provide u2 which guarantees the satisfaction of specification.



138 Assume-Guarantee Contracts for Compositional Control of Power Systems

Figure 53: Interconnected system without control. Top. Target region T and unsafe
region A are shown in green and red, respectively. For the baseline controller
which keeps Σ1 and Σ2 ϵ-close, it can be seen that f3 falls into the red unsafe
region. Bottom. The inputs are a byproduct of the simulation relation interface
keeping Σ1 and Σ2 ϵ-close. No additional controller is synthesised over Σ2.
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Figure 54: Interconnected system with formal control. Top. Target range T is shown in
green, unsafe regionA is shown in red. The controller designed using SCOTS and
the RSF with disturbance refinement successfully satisfy ψ. Bottom. The control
input designed using SCOTS for Σ2 and the refined control input for Σ1 using
the RSF are combined to give the inputs which guarantees the systems meets the
specification.





9 CHAPTER

Conclusion and Future Directions

This chapter summarises the thesis and presents the main contribu-
tions of this manuscript. Some directions of future research are

provided which the reader is recommended to pursue.

9.1 Conclusions

This thesis discussed symbolic control methods for smart grids with both model-
based and data-driven methods. Example case studies were provided using active
buildings, electric vehicles (EVs) and energy storage systems (ESSs) in demand-side
primary frequency response control techniques. In the following, I summarise the
main contributions.

• Conversion of Great Britain power network specification from natural
language to temporal logic specification. A detailed description of the
requirements on the behaviour of the Great Britain power network from
the literature have been provided and encoded in linear temporal logic (LTL)
specifications which can be verified using symbolic control methods, see
Chapter 8.

• Designing formal controllers for power systems with large disturbances.
Mathematical guarantees are provided for the correctness of controllers de-
signed over power systems with bounded large disturbances. Giving con-
fidence the system under the controller will always return to a target region
and never fall into an unsafe frequency range that may lead to contingency
events such as blackouts, see Chapter 5.

• Formal control of primary frequency response using distributed energy
resources. It was demonstrated how formal control techniques can be ap-
plied to demand-side response in the emerging smart grids. It was demon-
strated how distributed energy resources (DERs) can be used to provide a fast

141
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control response to aid power system stability, particularly for primary fre-
quency control, see Chapter 5.

• Abstraction-based controller design for unknown systems with finite num-
bers of data samples. A data-driven method to compute symbolic mod-
els (a.k.a finite abstractions) of systems with unknown dynamics has been
presented. Robust convex programs were used to overapproximate reach-
able sets and solve a scenario convex program to find a feasible solution with
given confidence. A lower bound on the number of trajectories required to
achieve a certain confidence was also provided, see Chapter 6.

• Designing symbolic controllers for reduced-order models. Model-order
reduction techniques were applied to power systems and then a relation
was proven between the (original) concrete system and its (reduced-order)
abstract system. By refining an approximate simulation function with an
interface function for the disturbance the simulation relation error was re-
duced between these two systems. The simulation relation error was then
used to reduce the regions defined as safe states or target states, and to in-
crease the regions defined as unsafe states; making the symbolic controller
robust to the model-reduction step of the controller design. Theoretical res-
ults for the approach were provided for both the class of linear systems and
a class of nonlinear systems, see Chapter 7.

• Formal control of interconnected power systems. A formal design ap-
proach was provided for symbolic controllers of interconnected power sys-
tems using assume-guarantee contracts. In combination with the prior men-
tioned reduced-order model control approach, this enabled complex large
interconnected power system models to be simplified to reduced-order sub-
systems that can be controlled independently. Assumptions of successful
control of individual areas produced confidence that the interconnected sys-
tem would behave as expected and satisfy the requirements, see Chapter 8.

• Challenging power system case studies. Throughout this thesis, challen-
ging non-trivial power system case studies were presented that demonstrate
the potential of the formal methods approaches. In particular, case studies
of the Great Britain (GB) power network and the New England 39-Bus Test
System(NETS) are used for the design of formal controllers.

9.2 Future Research Directions

In this section, I discuss some interesting topics and ideas for future investigation.

• Fully distributed formal control of power systems. The smart grid is evolving
to be more distributed and electrified as more buildings become active build-
ings, more EVs are owned, and more renewable generating devices are in-
stalled. The increased load and uncertainty of renewable generation will
add strain to the power network unless control schemes are developed to
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correctly manage these devices while also factoring in user experience. A
scalable strategy would be fully distributed multi-agent control schemes to
anticipate this evolution in power networks. This future work comes from
Chapter 8 and would be to the scale of a research project.

• Extensions and applications to nonlinear systems. As smart grids become
more electrified with more network components they will become more
complex to control. These complexities and nonlinearities need to be mod-
elled and controlled. This future work comes from Chapter 8 and would be
to the scale of a PhD project.

• Evolving from model-based to data-driven control. In this thesis, I showed
a data-driven method to control a 3 area 3 machine power system. As the
smart grid becomes more complex, developing accurate models of these sys-
tems will be more challenging and so data-driven control without underly-
ing models will become necessary alternatives to rely on This future work
comes from Chapter 8 and would be to the scale of a PhD thesis or even a
research project.

• Considering noise and unknown disturbances. For this thesis, I considered
all case studies to be non-probabilistic, however in reality this is not often the
case, e.g. due to uncertainties related to measurements, errors in the model,
or external unpredictable factors (such as weather). Methods which consider
these uncertainties in their controller design will be of great benefit. This
future work comes from Chapter 5 and would be to the scale of a Master’s
project or PhD project.

• Voltage control. The control approaches of this thesis have focused partic-
ularly on primary frequency control. Voltage control is also important to
smart grids; so formal methods could be developed for the transmission
network, distribution network and the coordination between the two. This
future work comes from Chapter 3 and would be to the scale of a research
project.

• Modelling smart grid vector components in the smart grid. I discussed
how controlling smart grids is a multi-vector approach, consisting of dif-
ferent smart grid component vectors i.e. water, heat, electricity, etc. Un-
derstanding and modelling these components accurately will enhance the
control approaches that can be developed using them, e.g. EV charging
strategies and availability. This future work comes from Chapter 3 and
would be to the scale of a PhD project or research project.

• Inertia considerations. As more renewable generation is added to the power
networks the less turbines will be required to provide energy. However, tur-
bines provide inertia into power systems which greatly improve the stability
of the power network. As the smart grid evolves, virtual synchronous gen-
erators with guarantees will need to be developed to solve this problem.
This future work comes from Chapter 3 and would be to the scale of a PhD
thesis or research project.
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• On-the-fly techniques for real-time power systems. Due to the curse of
dimensionality both computation and memory costs are high when using
formal control methods. This means most controllers are designed offline
through the use of look-up tables. Improvements in these algorithms so they
can run on-the-fly and be updated should changes in the environment occur,
would greatly improve the usability of such models. They would also pre-
vent the designed controller from becoming obsolete due to changes in the
environment invalidating a priori guarantees on the controller. Some work
in this area has already begun [123]. This future work comes from Chapter 6
and would be to the scale of a challenging research project. Current techno-
logy and methods are not to the level this is feasible at the moment.

• Parallelised data-driven tool implementation. Model-based symbolic ap-
proaches have a large computational overhead. This is even more true for
data-driven symbolic control as each state has a large number of samples
taken from that state. Developing data-driven tools that run in parallel
would dramatically speed up this process. This future work comes from
Chapter 6 and would be to the scale of a large Master’s project or a PhD
project.

• Extending robust simulation functions with disturbance refinement to a
general system. In this thesis I demonstrated the approach for linear sys-
tems and a class of nonlinear systems but it would be of interest to extend
this idea to a general nonlinear system. This way, the simulation relation
error can always be included inside the abstract system design from the
model-order reduction step, to synthesise formal controllers for the original
systems. This future work comes from Chapter 7 and would be to the scale
of a PhD project.

• ϵ-approximate digital twins. Another interesting direction regards the ro-
bust simulation function approach as a way of forming digital twins. If the
abstract model can be learned which is an ϵ-approximately correct model of
a real-life system the a controller can be designed on this digital twin which
is robust enough to be used on the real-life system and to provide behaviour
guarantees. This future work comes from Chapter 7 and would be to the
scale of a PhD thesis or research project.

• Optimal interfaces for robust simulation functions. I discussed how us-
ing two interface functions can reduce the simulation relation error in the
model-reduction step when finding robust simulation functions. It would
be of interest to find the optimal parameters of the interfaces to reduce the
simulation relation error and provide guarantees on the upper bound of the
input required to satisfy the specification. This future work comes from
Chapter 7 and would be to the scale of a good Master’s student project or a
PhD project.



A APPENDIX

Appendix

A.1 NETS Matrices from Chapter 7

The matrices of the NETS single area Σ1 are given as:

A1 =



−12.5 0 0 0.09 −0.65 0 0 0 −0.09
0 −16.67 0 0.09 −0.65 0 0 0 −0.09
0 0 −14.29 0.05 −0.61 0 0 0 −0.05
0 0 0 0 0.93 0 0 0 0
0 0 0 −6.28 −0.09 2.5 2.78 2.38 0

12.5 0 0 0 0 −2.5 0 0 0
0 16.67 0 0 0 0 −2.78 0 0
0 0 14.29 0 0 0 0 −2.38 0
0 0 0 6.28 2.08 0 0 0 0


B1 =

[
0 0 0 0 1 0 0 0 0

]T
D1 =

[
0 0 0 0 −1 0 0 0 0

]T
C1 =

[
0 0 0 0 2.05 0 0 0 0

]
The reduced-order model Σ2 is constructed as:

A2 =

−0.6333 3.0028 0.4428
−3.0028 −0.0026 −0.0263
−0.4428 −0.0263 −1.5159


B2 =

[
−0.8580 0.5378 0.6956

]T
D2 =

[
0.8580 −0.5378 −0.6956

]T
C2 =

[
−1.7990 0.1141 0.5998

]
Note that we haveD2 = 0 for the method without the disturbance refinement. The
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matrices obtained for establishing our robust simulation relation are as follows:

M =



0.22 0 0 0 0.01 −0.01 0 0 0
0 0.26 0 0 0.01 0 −0.01 0 0
0 0 0.26 0 0.01 0 0 −0.01 0
0 0 0 82.14 20.22 0 0 0 16.80

0.01 0.01 0.01 20.22 11.62 0 0 0 11.68
−0.01 0 0 0.01 0 0.02 0 0 0

0 −0.01 0 0.01 0 0 0.02 0 0
0 0 −0.01 0.01 0 0 0 0.02 0
0 0 0 16.80 11.68 0 0 0 29.44


P =

 0.04 0.03 0.03 0.02 −0.88 0.025 0.044 0.03 0.66
−0.01 −0.01 −0.01 0.29 0.06 −0.10 −0.98 −0.99 0.36
−0.03 −0.18 −0.018 −0.18 0.29 −0.33 −0.25 −0.31 0.52

T
Q1 = K1 =

[
0 0 0 0 0 0 0 0 0

]
K2 =

[
−0.2 −0.2 −0.2 −482.5 −278.9 −2.5 −2.8 −2.4 −279.9

]
Q2 =

[
0.0238 −0.0407 0.3401

]
R1 = R2 = 1.

A.2 NETS Matrices from Chapter 8

Proof of Concept - Nonlinear Area 1

A1 =



−12.5 0 0 0.09 −0.65 0 0 0 −0.09
0 −16.67 0 0.09 −0.65 0 0 0 −0.09
0 0 −14.29 0.05 −0.61 0 0 0 −0.05
0 0 0 0 0.93 0 0 0 0
0 0 0 −6.28 −0.09 2.5 2.78 2.38 0

12.5 0 0 0 0 −2.5 0 0 0
0 16.67 0 0 0 0 −2.78 0 0
0 0 14.29 0 0 0 0 −2.38 0
0 0 0 6.28 2.08 0 0 0 0


B1 =

[
0 0 0 0 1 0 0 0 0

]T
D1 =

[
0 0 0 0 −1 0 0 0 0

]T
C1 =

[
0 0 0 0 2.05 0 0 0 0

]
E1 =

[
0 0 0 0 0.0285 0 0 0 0

]T
F1 =

[
0 0 0 0 2 0 0 0 0

]
A2 =

−0.6333 3.0028 0.4428
−3.0028 −0.0026 −0.0263
−0.4428 −0.0263 −1.5159


B2 =

[
−1.0204 0.6395 0.8273

]T
D2 =

[
1.0204 −0.6395 −0.8273

]T
C2 =

[
−1.5128 0.096 0.5044

]
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E2 =
[
1.0204 −0.6395 −0.8273

]T
F2 =

[
−1.4726 0.0934 0.4910

]

M =



0.22 0 0 0 0.01 −0.01 0 0 0
0 0.26 0 0 0.01 0 −0.01 0 0
0 0 0.26 0 0.01 0 0 −0.01 0
0 0 0 82.14 20.22 0 0 0 16.80

0.01 0.01 0.01 20.22 11.62 0 0 0 11.68
−0.01 0 0 0.01 0 0.02 0 0 0

0 −0.01 0 0.01 0 0 0.02 0 0
0 0 −0.01 0.01 0 0 0 0.02 0
0 0 0 16.80 11.68 0 0 0 29.44


P =

 0.03 0.025 0.03 0.01 −0.74 0.02 0.04 0.025 0.55
−0.01 −0.01 −0.01 0.25 0.05 −0.08 −0.08 −0.08 0.3
−0.02 −0.015 −0.015 −0.15 0.25 −0.28 −0.21 −0.26 0.44

T
Q1 = K1 =

[
0 0 0 0 0 0 0 0 0

]
K2 =

[
−0.2 −0.2 −0.2 −482.5 −278.9 −2.5 −2.8 −2.4 −279.9

]
Q2 =

[
0.02 −0.0343 0.2860

]
R1 = R2 = 1, L11 = L21 = 0, L12 = 0.0285, L22 = 1,
ESSmax = 0.5454, ESSmin = 0, δ = 1.

Fully Interconnected New England 39-Bus System

B =

[
0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0

]T

C =

[
0 0 0 0 2.05 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1.83 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2.09 0 0 0 0 0 0

]

D =

[
0 0 0 0 −1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 −1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 −1 0 0 0 0 0 0

]T
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Linear Area 1 - Isolated

A1 =



−12.5 0 0 0.09 −0.65 0 0 0 −0.09
0 −16.67 0 0.09 −0.65 0 0 0 −0.09
0 0 −14.29 0.05 −0.61 0 0 0 −0.05
0 0 0 0 0.93 0 0 0 0
0 0 0 −6.28 −0.09 2.5 2.78 2.38 0

12.5 0 0 0 0 −2.5 0 0 0
0 16.67 0 0 0 0 −2.78 0 0
0 0 14.29 0 0 0 0 −2.38 0
0 0 0 6.28 2.08 0 0 0 0


B1 =

[
0 0 0 0 1 0 0 0 0

]T
D1 =

[
0 0 0 0 −1 0 0 0 0

]T
C1 =

[
0 0 0 0 2.05 0 0 0 0

]
A2 =

−0.6333 3.0028 0.4428
−3.0028 −0.0026 −0.0263
−0.4428 −0.0263 −1.5159


B2 =

[
−0.8580 0.5378 0.6956

]T
D2 =

[
0.8580 −0.5378 −0.6956

]T
C2 =

[
−1.7990 0.1141 0.5998

]

M =



0.22 0 0 0 0.01 −0.01 0 0 0
0 0.26 0 0 0.01 0 −0.01 0 0
0 0 0.26 0 0.01 0 0 −0.01 0
0 0 0 82.14 20.22 0 0 0 16.80

0.01 0.01 0.01 20.22 11.62 0 0 0 11.68
−0.01 0 0 0.01 0 0.02 0 0 0

0 −0.01 0 0.01 0 0 0.02 0 0
0 0 −0.01 0.01 0 0 0 0.02 0
0 0 0 16.80 11.68 0 0 0 29.44


P =

 0.04 0.03 0.03 0.02 −0.88 0.025 0.044 0.03 0.66
−0.01 −0.01 −0.01 0.29 0.06 −0.10 −0.98 −0.99 0.36
−0.03 −0.18 −0.018 −0.18 0.29 −0.33 −0.25 −0.31 0.52

T
Q1 = K1 =

[
0 0 0 0 0 0 0 0 0

]
K2 =

[
−0.2 −0.2 −0.2 −482.5 −278.9 −2.5 −2.8 −2.4 −279.9

]
Q2 =

[
0.0238 −0.0407 0.3401

]
R1 = R2 = 1.

Area 1 is formed from rows and columns 1 − 8 and 25 from A in the fully inter-
connected system.

Linear Area 1 - with Internal Disturbance

The internal disturbances can be derived from column 13 and column 21 of A
returning the following disturbance matrix.

D1 =

0 0 0 0 −1 0 0 0 0
0 0 0 −0.37 0 0 0 0 0
0 0 0 −0.52 0 0 0 0 0

T



150 Appendix: NETS Matrices

Linear Area 2 and Area 3

Area 2 and Area 3 can be derived in the same way that Area 1 was derived using
the fully interconnected New England 39-Bus System. The matrices for these areas
are not provided.
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List of symbols

N set of natural numbers

N≥0 set of non-negative natural numbers

R set of real numbers

R>0 set of positive real numbers

R≥0 set of non-negative real numbers

Rn Cartesian product of n copies of sets in R

∅ empty set

2A power set of a set A

t time

τ sampling time

X set of states

X0 set of initial states

Y set of outputs

U set of control inputs

V set of external disturbances

W set of internal disturbances

X → Y mapping from set X to set Y

X1 ×X2 Cartesian product of set X1 with X2

B = [B,B] interval on set of reals

B upper bound of B
B lower bound of B
B interval of safe set

A interval of avoid set

T interval of target set

S interval of statutory limits
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L normal infeed loss

Z containment zone

x,x(t) vector of system state (with respect to time)

y vector of system output

u vector system control input

v vector of external system disturbance

w vector of internal system disturbance

xi ith component of vector x

ẋ, ∂x∂t derivative of x with respect to time

x′ successor state from predecessor state x

xin initial state

Postu(x) set of successor states of x under control input u

U(x) set of control inputs of state x that have successor states x′

|·| element-wise absolute value

∥·∥ vector norm

In identity matrix of size Rn×n

AT transpose of a matrix A

a << b a much less than b

f power system frequency

f0 nominal power system frequency (50 Hz or 60 Hz)

∆f change in f from nominal value

Σ transition system

Σ1 original system model

Σ2 (possibly) reduced-order abstraction

Σi subsystem i of transition system Σ

Σ̂ symbolic model or finite abstraction

B(Σ) system behaviour

Bx(Σ) system behaviour initialised at x

⪯B behavioural inclusion

⪯S simulation relation

⪯ϵS approximate simulation relation
∼=B behavioural equivalence
∼=S bisimulation
∼=ϵS approximate bisimulation
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Reach(Σ) reachable set of Σ

I(Σ1, . . . ,ΣN ) interconnection of subsystems i through N

ΠNi=1X
i Cartesian product of N sets of subsystem state spaces X

ηx discretisation of state space

ηu discretisation of input space

ϵ simulation relation error

ρu ∈ Uω word over set U

Uω set of infinite words over set U

ψ LTL formula

A assumption

G guarantee

C contract

≼ refinement relation

⊕ contract composition

Lφ upper bound of Lipschitz constant of φ

ζx0,u,v continuous time trajectory

1− β confidence

Ωε(c) ball with centre c and radius ε

(Ω,FΩ,PΩ) probability space

κe modified growth bound

N(ε, β) number of samples

ϕ nonlinear term of slope restriction

ϱ(·) class-κ functions

sat(·) saturation function
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List of Abbreviations

3A3M 3 Area 3 Machine Power System

ABCD Abstraction-Based Controller Design

ANN Artificial Neural Network

BMS Building Management System

CHP Combined Heat and Power Unit

CPS Cyber-Physical System

DAE Differentiable Algebraic Equation

DDC Data-driven Control

DER Distributed Energy Resource

DSM Demand-side Management

DSO Distributed System Operator

DSR Demand-side Response

EMS Energy Management System

EFR Enhanced Frequency Response

ESS Energy Storage System

EV Plug-in Electric Vehicle

FFR Firm Frequency Response

GA Genetic Algorithm

GP Genetic Programming

GB Great Britain

IoT Internet of Things

LFDD Low Frequency Demand Disconnection

LMI Linear Matrix Inequalities

LTL Linear Temporal Logic

MAS Multi-agent System Control
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174 List of Abbreviations

MIMO Multi-input Multi-output

ML Machine Learning

MPC Model Predictive Control

NETS New England 39-Bus Test System

ODE Ordinary Differential Equation

P2G Power-to-Gas

PAC Probably Approximately Correct

PMU Phasor Measurement Unit

PV Photovoltaic Panel

RL Reinforcement Learning

RoCoF Rate of Change of Frequency

ROM Reduced-order Model

RSA Robust Scenario Approach

RSF Robust Simulation Function

RCP Robust Convex Optimisation Program

SCADA Supervisory Control and Data Acquisition

SCP Scenario Convex Program

SISO Single Input Single Output

SoC State of Charge

TCL Thermostatically Controlled Load

TSO Transmission System Operator

VSG Virtual Synchronous Generator



Curriculum Vitae

Benjamin James Wooding was born on 16 November 1996 in Liverpool, Eng-
land. His early years were spent living on the compound of Kiwoko Hos-

pital, in rural Uganda, with his parents and younger sister. Growing up, he went
to school at the International School of Uganda (ISU) in Kampala, Uganda, and
Cheney School in Oxford, England.

It was at ISU that he developed his interest in mathematics, taking IGCSE Math-
ematics a year early and IGCSE Additional Mathematics. He was also a talented
athlete; participating in football, basketball, tennis, track and field, and volleyball
tournaments. In 2013, he returned to Oxford to study A-levels. He took A-level
Mathematics one year early, as well as studying Physics, Chemistry and Further
Mathematics. He also continued to play volleyball, including representing the
South East regional team.

In 2015, Ben was accepted to Newcastle University with a Sport Scholarship for
Volleyball. He studied an integrated Masters degree in Computer Science, fo-
cusing on Security and Resilience. At this time he became interested in formal
methods and the need for mathematical guarantees for safety-critical systems. His
Masters dissertation investigated formal methods to verify an epilepsy medical
device [205]. He received 1st Class Honours for his Masters degree, with a score
of 92% on the dissertation.

In 2019, he started an EPSRC PhD Studentship at the School of Computing, New-
castle University, supervised by Dr Sadegh Soudjani. His research focus was the
intersection of formal methods and control theory applied to power system fre-
quency regulation. He has contributed to the international academic community
with published works, program committee memberships, conference and journal
paper reviews, and conference presentations.

At Newcastle University, he has been the chair of the AMBER research group, he
has given multiple internal research presentations, and assisted widely by teach-
ing as a demonstrator, and marking. He has experience with supervising BSc, MSc
and PhD student projects. Alongside these, he has been a responsible person for
research communication and dissemination from the HyCoDeV Lab.

In 2023, Ben was awarded the EPSRC Doctoral Prize Fellowship to continue high-
quality research at Newcastle University. His research topic is Reliable AI-enabled
Design of Cyber-Physical Systems working with Dr Abolfazl Lavaei.

175





List of Publications

Publications: Journal

1. B. Wooding, A. Lavaei, S. Soudjani, “Formal Control for the New England
39-Bus Test System: An Assume-Guarantee Contract Approach”, under re-
view, 2023

2. A.S. Laino, B. Wooding, S. Soudjani, R. Davenport, “Logic-Based Robust-
ness for Resilience of Water Resource Recovery Facilities (WRRFs)”, under
submission, 2023

3. M. Kazemi∗, R. Majumdar, M. Salamati∗, S. Soudjani, B. Wooding∗, “Data-
Driven Abstraction-Based Controller Synthesis”, under review, 2022 ( ∗con-
tributed equally)

Publications: Conference

1. B. Wooding, A. Lavaei, V. Vahidinisab, S. Soudjani, “Robust Simulation
Functions with Disturbance Refinement”, 2023 European Control Conference
(ECC), 2023

2. S. Bogomolov, J. Fitzgerald, FF. Foldager, C. Gamble, PG. Larsen, K. Pierce,
P. Stankaitis, B.Wooding, “Tuning Robotti: the machine-assisted exploration
of parameter spaces in multi-models of a cyber-physical system”, 18th Inter-
national Overture Workshop, 2021 (authors in alphabetical order)

3. B. Wooding, V. Vahidinisab, S. Soudjani, “Formal Controller Synthesis for
Frequency Regulation Utilising Electric Vehicles”, Smart Energy Systems and
Technologies (SEST), 2020

177



178 List of Publications

4. A. Abate, H. Blom, N. Cauchi, J. Delicaris, A. Hartmanns, M. Khaled, A.
Lavaei, C. Pilch, A. Remke, S. Schupp, F. Shmarov, S. Soudjani, A. Vinod,
B. Wooding, M. Zamani, and P. Zuliani, “ARCH-COMP20 Category Report:
Stochastic Models", “7th International Workshop on Applied Verification of Con-
tinuous and Hybrid Systems (ARCH20)”, 2020 (authors in alphabetical order)

Publications: Book Chapter

1. B. Wooding, V. Vahidinisab, M. Kazemi, S. Soudjani, “Cyber-Physical Smart
Homes/Buildings”, accepted book chapter, 2023

2. B. Wooding, V. Vahidinisab, M. Kazemi, S. Soudjani,“Control and manage-
ment of active buildings”, Active Building Energy Systems: Operation and Con-
trol, 2021

3. B. Wooding, V. Vahidinisab, S. Soudjani,“Operation and control of a popu-
lation of active buildings at network level”, Active Building Energy Systems:
Operation and Control, 2021


	Title Page
	Acknowledgments
	Summary
	Contents
	Introduction
	Motivation
	Research Goals and Original Contributions
	Overview of the Thesis
	Publications by the Author
	Notation

	Smart Grid: Control and Management
	Introduction
	Aggregate Models for a Population of Buildings
	Frequency Control
	System Inertia
	Coordinated Volt/Var Control
	Transmission Network
	Distribution Network
	Transmission/Distributed System Operator Coordination

	Coordinated Control of Buildings as a Multi-Vector Nano Energy Hub
	Security Aspects of Coordinated Control of Active Buildings as a Cyber-Physical System
	Aspects Considered in this Thesis
	Conclusion

	Smart Grid: Control Techniques
	Introduction
	Coordination Structures for Management and Control of the Energy Systems
	Coordinated Structures from the System Perspective
	Coordinated Structures from an Energy Resource Perspective
	Coordinated Structures from a Security Perspective
	Supervisory Control and Data Acquisition (SCADA)

	Control Techniques for Active Buildings
	PID Control
	Model Predictive Control (MPC)
	Multi-Agent System Control (MAS)
	Artificial Intelligence and Data-Driven Control
	Game Theoretic Approaches

	Why consider formal methods?
	Conclusion

	Formal Control Techniques
	Introduction
	Describing Systems
	System Behaviour
	Exact System Relationships
	Symbolic Models
	System Specifications
	Formal Control Synthesis
	Approximate System Relationships
	System Composition
	Subsystems
	Assume-Guarantee Contracts

	Conclusion

	Formal Synthesis for Frequency Regulation of Power Systems
	Introduction
	Frequency Control in Power Systems
	Frequency Regulation
	Requirements on Frequency
	The GB Model 
	Baseline Controller
	Baseline Simulation

	Temporal Logic
	Formalising the Specification for Frequency

	Formal Controller Synthesis
	Grid as a Dynamical System
	Symbolic Model of the Grid
	Symbolic Control for the Grid

	Implementation Results
	Simulations with a Multi-Phase Controller
	Formal Guarantees
	Robustness of the Controller

	Using Energy Storage Systems for Frequency Regulation
	Conclusion

	Data-Driven Abstraction-Based Control Synthesis
	Introduction
	Contributions
	Related Work.

	Preliminaries and Problem Statement
	Preliminaries
	Problem Statement

	Robust Convex Programs
	Data-Driven Abstraction
	Growth Bound for Reachable Sets
	SCP for the Computation of Growth Bound
	Lipschitz Constant Estimation

	Synthesis via Abstraction Refinement
	Experimental Evaluation
	DC-DC Boost Converter
	Three Area Three Machine Power System
	Comparison with PAC Learning
	Parameter Optimisation

	Conclusion

	Robust Simulation Functions with Disturbance Refinement
	Introduction
	 Motivations and State of the Art.
	 Original Contributions.
	Related Work.

	Preliminaries
	Solution Methodologies
	Robust Approximate Simulation with Disturbance Refinement
	Linear Systems under Large Measurable Disturbance

	Case Study
	System Specification
	Simulation Relation Error
	Uncontrolled system.
	Abstraction without disturbance refinement.
	Abstraction with disturbance refinement.
	Controller Synthesis Process
	Baseline controller.
	Controller using robust simulation functions.

	Conclusion

	Assume-Guarantee Contracts for Compositional Control of Power Systems
	Introduction
	Original Contributions.
	Preliminaries
	Frequency Specifications
	Simulation Functions
	Robust Simulation Function with Disturbance Refinement
	Class of Nonlinear Systems under Large Measurable Disturbance

	Proof of Concept
	Simulation Relation Error
	Controller Synthesis

	System and Specification Interconnection
	Specification Composition

	Assume Guarantee Contracts
	Controllers for Subsystems
	Compositionality with Internal Disturbances
	Conclusion

	Conclusion and Future Directions
	Conclusions
	Future Research Directions

	Appendix
	NETS Matrices from Chapter 7
	NETS Matrices from Chapter 8

	Bibliography
	List of Symbols and Notation
	List of Abbreviations
	Curriculum Vitae
	List of Publications

